
1 INTRODUCTION 

The cohesive crack model is considered as the best 
compromise between simplicity and accuracy for 
the description of the fracture growth in concrete. 
The stress versus crack opening displacement curve, 
which describes the loss of carrying capacity of the 
two adjacent crack surfaces, is usually defined by 
only two parameters. One is the tensile strength, ft΄, 
which identifies the peak of the curve and the other 
is the total fracture energy, GF, defining the total 
area under the curve (e.g. Hillerborg 1976). More 
recently it has been observed (Guinea et al. 1992) 
that only the initial part of the softening curve is 
relevant to the structural performance (structural 
peak load). This part of the softening curve can be 
efficiently described by the initial fracture energy, 
Gf, which represents the area under the initial 
tangent of the softening curve. 

In the present study the macroscopic fracture 
energies and the macroscopic tensile strength are 
identified on the basis of a multiscale procedure by 
using a meso-structural lattice-type model recently 
developed (Cusatis 2001, Cusatis 2003, Cusatis et 
al. 2003a, b, Polli 2003) which extends previous 
concepts introduced by Bažant et al. (1990).  

In Section 2 the formulation of the adopted model 
(Confinement-Shear Lattice model) is briefly 
outlined. Section 3 presents the numerical 
simulations of single-notched specimens subjected 
to tension which lead to the identification 
(presented in Section 4) of the parameters of the 
cohesive crack model. 

2 BACKGROUND AND BRIEF REVIEW OF 
THE MODEL FORMULATION 

In the past decades many studies have been 
devoted to the formulation of theories which try to 
simulate directly the heterogeneous character of the 
quasi-brittle material mesostructure. The numerical 
concrete (Roelfstra et al. 1985) is one of the first 
attempts in this direction. Coarse aggregates and 
surrounding mortar are discretized by a fine FE 
mesh and fracture is simulated by using interface 
element with cohesive behavior. Similar model 
have been recently proposed by López et al. (2001) 
and Carol et al. (2001). 

This approach is often very demanding from a 
computational point of view and then many authors 
have tried to simulate the material mesostructure 
by replacing the continuum a priori by a system of 
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discrete elements. These models have been 
extensively used for simulating concrete fracture 
behavior in the past decades, see Bažant et al. 1990, 
Schlangen & van Mier 1992, Bolander & Saito 
1998, Bolander et al. 2000, and Lilliu & van Mier 
2003. Except for the latter, all the previous models 
are two-dimensional. The model of Bažant et al. 
(1990) differs from the others because it simulates, 
in a simplified fashion, the interaction between two 
adjacent aggregates by means of a single 
connection whose behavior is an average of the 
mechanical behavior of the aggregates and the 
matrix. This model can satisfactorily simulate 
composite mesostructure with high aggregate 
density (which is the case of concrete) but it is unfit 
to model composites with low aggregate density. 
On the contrary, the models of van Mier and co-
workers and of Bolander and co-workers do not 
suffer of such a limitation since they explicitly 
reproduce the multiphase concrete meso-structure 
by using a very fine discretization and by assigning 
different material properties to the elements of the 
system. These approaches give a better 
representation of the meso-structure but lead to a 
substantial increase of the model computational 
cost. 

The model used in the present study, which is a 
refinement of the model by Bažant et al. (1990), is 
called Confinement-Shear Lattice model (CSL 
model) and is characterized by the following 
features: 
1. it simulates  the concrete mesostructure by a 

three-dimensional system of interacting 
aggregate particles connected by a lattice which 
is obtained through a Delaunay triangulation of 
the aggregate centers; 

2. the position of each aggregate piece throughout 
a given concrete specimen is defined by means 
of the basic concrete properties and the 
granulometric distribution of the aggregates; 

3. the generic lattice element connecting two 
adjacent aggregate pieces transmits normal and 
shear stresses which are assumed to be 
functions of normal and shear strains; 

4. the stresses are computed from the strains by a 
damage-like constitutive relation and by using 
the concept of stress-strain boundary; 

5. the mesolevel constitutive behavior is softening 
for tension, shear-tension and shear with low 
compression, and, on the contrary, it is 
hardening for compression and shear with high 
compression. 

6. the stresses act on a contact area which is 
defined by constructing a baricentric dual 
complex of the Delaunay triangulation; 

Figure 1. a) Contact area between the aggregates 1 and 2.b) 
Projected contact area showing the assumed contact point 3≡4. c) 
Definition of the lengths l1, l2, and lm. 

 
7. the strains are defined by smearing over the 

length of each lattice element the relative 
displacements at the contact point which, in 
turn, are computed by assuming a rigid relative 
motion of the two adjacent particles; 

8. the tensile and shear behaviors of the 
connecting struts are sensitive to the 
confinement in directions orthogonal to the 
strut; 

9. the shear response of the lattice element shows 
friction and cohesion. 

The contact area between two adjacent 
aggregates (area abcd in Figure 1a for the 



aggregates 1 and 2) is, in general, not planar and 
not orthogonal to the connection. For sake of 
simplicity, the constitutive law is imposed on the 
projection of this area on a plane orthogonal to the 
connection (area a’b’c’d’ in Figure 1b). The 
contact point (point 3≡4 in Figure 1b), considered 
as the center of mass of the projected area, is not 
located along the connection (as in the previous 
versions of the model). 

The normal and shear strains are defined, 
incrementally, as follows 
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Here u1, u2 are the displacements of the two 
connected aggregates in the direction of the line 
connecting their centers, v1, v2, w1 and w2 are the 
transversal displacements and θ1, θ2, φ1, φ2, ψ1 and 
ψ2 are the spatial rotations of the aggregates in a 
local system of reference. The lengths l1=lm/2+R1 
and l2=lm/2+R2 define the position of the contact 
point, R1, R2 are the radii of the aggregates 1 and 2, 
respectively and lm is the thickness of the matrix 
along the connection line (Fig. 1c). The symbols ey 
and ez represent the eccentricity of the contact point 
respect to the connection axis. All the strain 
components are considered as uniformly distributed 
over the length l of the strut. The stress-strain 
relations are given as  
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in which σ (effective stress) is assumed to be a 
function of ε=(εN

2+αεT
2)1/2 (effective strain) and 

ω=arctan[εN/(α1/2εT)] (coupling strain) where 
εT=(εM

2+ εL
2)1/2 is the total shear strain and α is a 

constant material parameter which represents the 
ratio between shear and normal stiffnesses of the 
connecting strut. 

The elastic behavior is represented by the 
incremental relation dσ=Edε, where the normal 
elastic modulus E is obtained by coupling in series 
the effect of the aggregates and the embedding 
matrix: E=l/(lm/Em+la/Ea) and la=R1+R2, lm=l-la. 

 The nonlinear behavior is simulated by using the 
concept of stress-strain boundary (strain-dependent 
yield limit also used for the microplane model 
formulation, Bažant et al. 1996, Bažant et al. 2000, 
Bažant & Caner 2002) which is imposed by the 
inequality 0≤ σ  ≤σb where  
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Here σ0(ω) is the effective strength, ε0(ω)=σ0(ω)/E 
is the elastic strain limit, and K(ω) governs the 
effective stress evolution in the non linear range. 
K(ω) is negative (softening behavior) for tension, 
shear with tension, and shear with low compression, 
but it is positive (hardening behavior) for 
compression and shear with high compression. The 
constitutive relation is assumed to depend on the 
confinement strain, λ, transversal to the connection 
which is obtained by projecting orthogonally to the 
connection the average of the strain tensors 
computed in the adjacent tetrahedra assuming a 
linear distribution of displacements and neglecting 
the effect of particle rotations. The confinement 
dependence is introduced in the formulation by 
defining the initial post peak slope Kt of the pure 
mesolevel tensile behavior as it follows 
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where lcr=2ENGt/σt
2; EN is the normal stiffness of 

the connection, σt is the tensile mesostrength. The 
characteristic strain parameter λ0 governs the 
sensitivity to confining strain. The details of the 
formulation appear in Cusatis (2001), Cusatis et al. 
(2003a) and in Cusatis (2003). 

The present model can realistically simulate, by 
using the same mesolevel material parameters, 
tensile fracturing, cohesive fracture and size effect 
(Cusatis 2001, Pisanu & Pedroni 2003, Cusatis et al. 
2003b), compression-shear behavior with softening 
at zero or mild confinement (Cusatis 2001, Cusatis 
2003b and Polli 2003), and response at high 
confined compression at which there is only 
hardening (Cusatis 2001). The model has been also 
used to simulate the performance of headed stud 
anchors with good agreement with the 
experimental evidences (Rota & Rosson 2002, 
Cusatis et al. 2003c) 

3 NUMERICAL SIMULATION OF MODE I 
FRACTURE PROPAGATION 

Let us now simulate the response of single notched 
specimens under tensile loading. The simulated 
specimens are squares of 100×100 mm2 and 
thickness equal to 50 mm. The notch is 20 mm 
long and 3 mm wide. The load is applied under 
displacement control allowing free rotations of the 
loading platens. Twelve specimens are generated 
randomly, considering the following granulometric 



Figure 2. a) Numerical load-displacement curves obtained by 
the CSL model. b) Amplified (100 times) deformed shape 
 
 distributions: 5.4%, 17.4%, 16.7%, 8.4%, 7% and 
4% (mass fractions) of aggregates with 
characteristic sizes of 16 mm, 12.5 mm, 9.5 mm, 8 
mm, 6.3 mm and 4.0 mm, respectively.  
The reference material properties are: cement 
content c=300 kg/m3, water-cement ratio w/c=0.6, 
aggregate-cement ratio a/c=6.4. The parameters of 
the mesolevel constitutive law, used for the 
numerical calculations, are the following: α=0.25, 
normal elastic modulus of cement Ec=11250 MPa, 
normal elastic modulus of aggregate Ea=6 Ec, 
tensile meso-strength (strength at the meso-level of 
microstructure) σt=2.4 Mpa,  fracture energy at 
meso-level (without confining effect) Gt=0.03 
N/mm; meso-cohesion σs=3σt, compressive meso-
strength σc=16σt, hardening parameter at meso-
level Kc=0.26Ec, shape parameter of compression  

 
Figure 3. Obtained macroscopic cohesive crack law and its 
optimum fit. 
 
cap β=1; asymptotic slope of the frictional 
hyperbola µ=0.2, nt=nc=2 (see Cusatis et al. 2003b); 
and characteristic strain defining the confinement 
effect λ0=1×10-3 (Cusatis 2003, Polli 2003). Figure 
2a shows the numerical results in terms of load–
displacement (P-δ) curves. The gray lines are the 
response of the twelve specimens and the black 
line represents the averaged response. In Figure 2b 
shows the amplified (100 times) deformed shape at 
the end of the test of one of the simulated 
specimens. The fracture initiates exactly at the 
notch tip and propagates almost straight. Its 
irregular surface is basically due to the aggregate 
pieces located across the specimen ligament. 

4 MACROSCOPIC COHESIVE CRACK 
MODEL IDENTIFICATION 

In this section the meso-level response of the 
concrete specimens simulated in Section 3 is 
analyzed in order to identify an equivalent 
macroscopic cohesive crack law (cohesive stress vs. 
crack opening displacement). 

To this end, the ligament of the specimens is 
subdivided into segments (of length h≈3.0mm). For 
each segment and loading step, the macroscopic 
cohesive stress (constant over the segment), σc, in 
the direction of the applied load and the dissipated 
energy per unit ligament area, Gd, are computed by 
averaging the mesolevel response. 

Since the macro-crack opening displacement, w, 
is the work-conjugate quantity of the cohesive 
stress, the latter may be computed by integrating 
the differential equation dGd=σcdw. We can write  
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The functions σc(Gd) and w(Gd) give a parametric 
representation of the crack cohesive law. Figure 3  
shows a generic cohesive law obtained at a certain 
location along the ligament. 

In the first part of the curve the stress increases 
with no opening of the crack (and no energy 
dissipation as well) describing the elastic regime. 
At a certain stress threshold inelastic phenomena 
occur and the crack opening starts to increase. 
During this stage the stress still increases following 
a hardening behavior (zoom in Figure 3). It must be 
stressed that this result is not due to the mesolevel 
constitutive law, which is always softening for 
tensile dominant stress state, but it comes from the 
stress redistribution occurring in the mesostructure. 
In this phase the dissipated energy is mainly due to 
the initiation and growth of meso-cracks and it is 
not associated to a real macro-crack. The initiation 
of a real macro-crack occurs when hardening 
behavior reverses into softening and the stress 
decreases for increasing crack opening 
displacement (and dissipated energy). The shape of 
the post-peak branch of the curve is nearly 
exponential right after the peak but it shows a tail 
which is basically linear. The optimum fit, shown 
in Figure 3, has been obtained by assuming a 
cohesive crack law with an initial plateau followed 
by a smooth curve consisting of the sum of a 
straight line and an exponential function. The 
equation of such a curve is f(w)= ft΄ for w<w0, 
f(w)=0 for w>wu and 
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for w0≤w≤wu, being wu the value of the crack 
opening displacement for which the function in 
Equation 7 goes to zero. 

The optimization of the parameters has been done, 
for each segment of the ligament by using the 
Levenberg-Marquardt method. 

It must be noticed that from a rigorous point of 
view, the energy dissipation related to the first non-
softening part of the cohesive law should be taken 
into account by assuming a plastic hardening 
behavior of the stress-strain relationship of the 
intact concrete instead of introducing it directly in 
the cohesive formulation. This was also 
demonstrated experimentally by Cedolin et al. 
(1987).  

Regarding the tail of the obtained cohesive curve 
it is worth pointing out that the linear evolution is 
 

Figure 4. Comparison between the load-displacement curve 
obtained by the CSL model and the equivalent cohesive crack 
model. 
 
an effect of the frictional interaction between the 
aggregates which is captured by the model even if 
the local (meso-level) constitutive relation is purely 
exponential for tension and shear. 

In order to validate this procedure a cohesive 
crack simulation, assuming the macroscopic 
cohesive law identified at each discrete point along 
the ligament from the lattice analysis, has been 
performed. Figure 4 shows the comparison 
between the lattice and cohesive crack simulations, 
which agree quite well. 

The previous procedure has been repeated for 
each of the twelve specimens. The results, in terms 
of the fracture energies (total fracture energy and 
initial fracture energy) and the tensile strength, are 
shown in Figures 5 and 6, respectively. The solid 
curves represent the mean value at each ligament 
location, the error bar is the mean plus-minus the 
standard deviation and the dashed line is average of 
all mean values over the ligament. 
The obtained mean curves appear quite irregular 
even if they come from the average of twelve 
specimens. The reason is that, probably, the 
ligament size (80 mm) of the assumed specimen 
geometry is too small compared to the maximum 
aggregate size (16 mm). Nevertheless some 
interesting trends can be observed. The total 
fracture energy GF (top of Fig. 5) first increases, 
moving from the notch tip to the interior of the 
specimen and afterwards it decreases while 
approaching the opposite boundary. This result is 
in agreement with some experimental findings (e.g. 
Brameshuber et al.1990 and Hu & Wittmann 1992). 
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Figure 5. Macrosc4opic fracture energy profiles along the 
ligament 

 
Figure 6. Macroscopic tensile strength profile along the 
ligament  
 
This boundary effects is less pronounced for the 
initial fracture energy Gf (bottom of Fig. 5). In 
particular the effect of the opposite edge seems to 
be negligible. Moreover, the standard deviation of 
the initial fracture energy Gf is significantly smaller 
than the standard deviation of the total fracture 
energy GF, corroborating the results obtained by 
Bažant & Becq-Giraudon (2001). The trend of the 
tensile strength (Fig. 6) seems not to be influenced 
by the boundary but the scatter of the results is 
such that no clear conclusions can be drawn. 
However it is interesting to notice that the mean 
value over the ligament (2.56 Mpa) is higher than 

the tensile strength computed by direct tensile test 
which for the assumed meso-level material 
parameters is 2.34 MPa (Polli 2003). Also this 
result is in full agreement with the findings of 
Cedolin et al. (1987). 

We must notice that in the previous discussion 
the cohesive crack model is considered as a local 
property (rather than a property of the material 
representative volume) whose randomness, due to 
the meso-structure heterogeneity, is filtered out by 
averaging, at each material point, the responses 
obtained from various specimens with different 
meso-structures. This approach differs from the 
usual definitions adopted for the macroscopic 
properties of random composites, in which the 
mean behavior is captured by averaging the 
response over the representative volume. This is 
however meaningful if the size of the specimen is 
several times the dimension of the representative 
volume. Otherwise the averaging procedure would 
also include the effects of the boundary conditions, 
leading to erroneous conclusions. Unfortunately 
this is quite often the situation observed for the 
concrete specimens used in the experiments and 
analyzed in this paper. On the other hand it is not 
clear at the moment if the local approach really 
leads to actual macroscopic material properties and 
further investigations are surely needed. 
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