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ABSTRACT: Nanoindentation has been reported as an effective tool for realizing the strength and stiffness 
(modulus of elasticity) of different materials including cementitious composites. However, to the best of the 
authors’ knowledge, nanoscale fracture of cementitious materials has rarely been examined. Fracture of ce-
mentitious composites has been typically studied by observing crack growth of notched macroscale speci-
mens subjected to flexural or tension loads. We discuss the possible characterization of fracture toughness of 
cementitious composites using contact mechanics at the nanoscale. This paper reports on the first experiments 
to evaluate fracture toughness of hydrated cement paste at the nanoscale. The analysis method is based on 
evaluating the energy absorbed by radial cracks propagating from the indentation imprint in brittle materials. 
Nanoindentation experiments performed using Berkovich nanoindenter are reported. The hardness, reduced 
elastic modulus and fracture toughness of hydrated cement paste are extracted from nanoindentation experi-
ments. Fracture toughness is evaluated using an equivalent elastic crack energy approach and is compared to 
macroscale fracture toughness of hydrated cement paste from the literature. The use of nanoindentation for 
evaluating fracture toughness of concrete constituents might help shedding light on the spatial distribution of 
fracture toughness in homogenized concrete matrices and the contribution of the different microstructural 
phases to fracture of concrete. 

1 INTRODUCTION 

1.1 Background 

Concrete is a heterogeneous composite. It is be-
lieved that developments to further enhance concrete 
performance require robust understanding of the role 
played by the different nanoscale phases that make 
the cementitious composite. Contemporary research 
has shown that concrete’s various material proper-
ties such as its elastic modulus, energy absorption 
and creep compliance can be extracted at the nano-
scale from instrumented nanoindentation (Fisher-
Cripps 2004). Researchers have shown nanoindenta-
tion to be a successful method for classifying micro-
structural phases such as low density (LD) and high 
density (HD) calcium silicate hydrates (CSH) (Con-
stantinides & Ulm 2004). Researchers have dis-
played the ability to obtain hardness and reduced 
modulus of microstructural phases of cementitious 
materials (Mondal et al. 2007). Nanoindentation was 
also proven capable for characterizing the signifi-
cance of admixtures such as nanosilica and carbon 
nanotubes on cementitious materials strength and 
stiffness (Li et al. 2007, Kim et al. 2010).  

There has also been a growing interest in identi-
fying fracture toughness parameters of different ma-
terials using nanoindentation (Scholz et al. 2004). To 
the best of the authors’ knowledge, such analysis has 
not been applied to cementitious materials yet. The 

major challenge in determining fracture toughness of 
materials using nanoindentation is the difficulty to 
obtain robust measurements of submicron crack 
propagation as the stress increases.  

There have been some suggestions of post-
measurement of the crack length extended from the 
edge of the indentation impression after unloading. 
This measurement can be determined using optical 
microscopes or atomic force microscope (AFM). 
Such measurements have been shown possible with 
metallic and thin film specimens (Li et al. 1997). 
However, there is considerable difficulty to obtain 
these measurements from cementitious composites 
with the multiple cracking in the cement paste. 
Moreover, stable propagation of radial cracks, or 
what is known as picture-frame cracks, under 
nanoindentation load has been questioned by many 
researchers (Chen & Bull 2007) and is a function of 
the material examined. This concept will be dis-
cussed below. A robust method for determining frac-
ture toughness from nanoindentation can be based 
on energy assumptions independent of measuring 
radial crack propagation. 

1.2 Nanoindentation  

The main goal of the nanoindentation experiments is 
to establish the load-nanoindentation displacement 
curves to allow extracting the material hardness (H) 



and modulus of elasticity (E) from these load dis-
placement curves (Fisher-Cripps 2004). Figure 1 
shows a typical load indentation curve for an elastic-
plastic material (hardened tool steel) tested in the au-
thors’ laboratory.  

 

 
Figure 1. Typical load-nanoindentation curve for hardened tool 
steel. The curve shows loading and unloading curves used to 
extract the mechanical properties of the material. 

 
In Figure 1, PMAX is the maximum indentation 

load and ht and hr are nanoindentation depths corre-
sponding to the applied load obtained from the na-
noindentation test. The parameters S and hp can be 
obtained by examining the upper portion of the 
unloading curve. Nanoindentation analysis by Oliver 
& Pharr (1992) realized a curvature in the upper por-
tion of the unloading curve through indentation of 
six different types of materials with a Berkovich in-
denter. To account for the nonlinearity in the unload-
ing curve Oliver and Pharr suggested curve fitting 
with a power law function. This work was done with 
a Berkovich indenter but the method can be applied 
to other indenters (Oliver & Pharr 1992).        

Once this relationship describing the upper por-
tion of the unloading curve is established, the slope, 
S, can be determined as the slope at PMAX. The plas-
tic depth hp can then be calculated as  
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where є = 0.72 for a conical indenter, є = 0.75 for a 
Berkovich and spherical indenters, and є = 1 for a 
flat punch indenter (Fisher-Cripps 2004). The pro-
jected area of indentation (A) can be calculated. The 
area function differs with indenter type. Equation 2 
gives the area function for a Berkovich indenter.  
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Indentation hardness (H) is calculated as the stress 
induced by the maximum load over projected area  
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The reduced modulus, (Er) which is often consid-

ered equivalent to Young’s modulus, is obtained 
from Equation 4 (Oliver & Pharr 1992).  
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By fitting relationships to describe the loading 

(PL) and unloading (PUL) curves as a function of in-
dentation depth h, elastic (Ue), the total (Ut), and 
plastic (Up) energies can be obtained from Equations 
5, 6 and 7 respectively.  

 

∫=
MAX

r

h

h

ULe dhPU

                         (5) 
 

∫=
MAX

h

0

Lt dhPU

                              (6) 
 

etp UUU −=

                            (7) 
 
It is important to note that most fracture tough-

ness analysis methods using instrumented indenta-
tion have been developed for brittle or ductile mate-
rials with clear plasticity. In quasi-brittle materials 
like cement paste, cracking represents the major 
source of plasticity. We note that in the case of 
quasi-brittle materials such as cementitious compos-
ites, the plastic energy includes the energy con-
sumed in radial crack propagation and in forming 
the fracture process zone at the crack tip. This issue 
will be further discussed in the Methods section be-
low.  

1.3 Fracture toughness using instrumented 
indentation 

Harding et al. (1995) suggested using a technique in 
which the fracture toughness of thin films was calcu-
lated from nanoindentation load displacement data. 
The method is based on the radial cracking that en-
sues after a sharp indenter such as a Berkovich or 
Vickers indenter encounters a brittle material. This 
method was developed and applied using Vickers 
microindentation where large cracks in the range of 
100 µm in length were produced using loads of 1000 
gm. The fracture toughness Kc was derived as a 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



function of other material properties including its 
elastic modulus, E, hardness, H, and the geometry of 
the indentation with the load: 
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where, P is the applied indentation load, α is an em-
pirical constant that is related to the geometry of the 
indenter used and c is the radial crack length corre-
sponding to the applied load as shown in Figure 2.  

 

 
Figure 2. Geometrical relationship showing the relation be-
tween the extended radial cracks and the indentation imprint in 
Vickers indentation after Harding et al. (1995). 

 
The above method worked poorly for determining 

fracture toughness of thin films due to the limited 
level of radial cracking. Harding et al. (1995) pro-
posed using a sharper indenter, called the corner 
cube indenter, to increase radial cracking. This in-
denter has an angle between the axis of symmetry of 
35.3° compared to 65.3° of the Berkovich indenter. 
The corner cube indenter showed acceptable results. 
Previous research showed that the P/c

3/2 

in Equation 
8 is a constant for a given material. Anstis et al. 
(1981) determined α and n to be 0.0098 and 2/3 re-
spectively while Dukino & Swain (1992) showed the 
values of α and n to be 0.016 and 0.5 respectively. 
Laugier (1987) proposed another expression for re-
lating radial crack propagation to fracture toughness 
as:  
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where xv is 0.015 and a and l relate to Figure 2.  
The two methods are then used for comparison be-
tween fracture toughness values. Experimental com-
parison between fracture toughness extracted from 
Vickers and Berkovich indenters while accounting 

for the difference in the number of radial cracks: 4 
for Vickers and 3 for Berkovich, showed that frac-
ture toughness values extracted from Berkovich in-
dentations were more consistent.  

Another interesting approach looked at determin-
ing the fracture toughness considering energy con-
servation. For instance, Rosenfeld et al. (1990) de-
veloped an analytical model to determine the mixed 
mode interfacial fracture toughness of epoxy coat-
ings on soda-lime glass substrates using Vickers’ 
micro-indentation. The method is based on comput-
ing the strain energy consumed in annular plate lo-
cated above the crack using mechanics of materials.  
The elastic energy release rate can then be calculated 
by differentiating the energy with respect to the 
crack area. Field et al. (2003) computed the fracture 
toughness based on pop-in penetration. Pop-in oc-
curs due to a change in crack morphology when the 
median crack nucleates and propagates upward at 
the boundary of plastic zone to join the existing ra-
dial cracks. This results in extra penetration at the 
same indentation load level. The pop-in effect be-
comes negligible in materials whose microstructures 
contain a distribution of voids in various sizes be-
cause the pop-in effect due to these voids would 
dominate. 

Chen & Bull (2007) studied the fracture in thin 
optical coating on glass. Experiments on glass 
showed that well-developed radial cracks might not 
be observed when indenting thin films. This is con-
trary to the case of indenting a bulk material where 
the radial cracks are well-developed and in some 
cases measurable. Therefore, an energy approach to 
estimate the fracture toughness was proposed. The 
proposed approach takes into account the effect of 
through thickness fracture. The total energy during 
indentation can be decomposed to elastic, plastic, 
fracture and other negligible energies. The total and 
elastic energies can be computed from the nanoin-
dentation load-penetration curve. The plastic energy 
can be computed as the difference between the elas-
tic and total energy. Cheng et al. (2002) suggested 
computing the plastic energy as a function of the re-
sidual to total penetration ratio using the following 
Equation 10. 

 

( ) γγ −+=

m

f

t

p

h

h
1

W

W

                   (10) 
 
Wp is the plastic work, Wt is the total work, hf is 

the residual penetration, hm is the maximum penetra-
tion, and γ  is constant dependant on the indenter 
geometry. Once the plastic work is computed, the 
fracture energy (Uf) can be computed as the differ-
ence between plastic energy and plastic work. Thus, 
the fracture toughness can be computed as 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
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(chemically bound) water wn (Mills 1966, 
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relative humidity, h, degree of hydration, αc, and 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 

 

( ) s
s

s

vg
kc

c

c

vg
k

sc
G αααα +=,
1

                 (5) 

 
where k
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maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 
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Afra is the total interfacial fracture area of the picture 

frame cracks, a is the radial dimension of the indenta-
tion, s is the spacing between the lateral cracks, t is the 
thickness of the specimen as shown in Figure 3.  

 

 
Figure 3. Schematic of the picture-frame crack geometry in-
duced by a Berkovich indenter after (Chen & Bull 2007). 

 
The above discussion highlights some of the ba-

sic research on the field of determining fracture 
toughness using instrumented indentation. Other 
methods that combine the finite element method and 
experimental measurements have also been sug-
gested (Cheng et al. 2002). A detailed review of the 
different approaches for computing fracture tough-
ness from indentation measurements might be found 
elsewhere for space limitations (Reda Taha et al., in 
prep.). We discuss below the application of the en-
ergy approach to extract fracture toughness for ce-
ment paste using nanoindentation.   

2 EXPERIMENTAL METHODS 

The specimens used for nanoindentation were ce-
ment paste specimens produced using 0.5 wa-
ter/cement ratio. The nanoindentation tests were per-
formed using an instrumented nanoindenter 
(NanoTestTM 600 indenter platform from Micro 
Materials, Inc., Wrexham, UK). Nanoindentations 
were performed using a Berkovich nanoindenter. 
The indenter tip was attached to a pendulum 
mounted vertically to a frictionless pivot. For load-
ing, an electrical current was passed through an elec-
tromagnetic coil mounted at the top of the pendu-
lum. The current creates an attraction between the 
coil and a stationary magnet mounted parallel to the 
coil. This attraction and motion caused the pendu-
lum to rotate about a frictionless pivot and displace 
the indenter into the vertically mounted sample. The 

displacement of the nanoindenter tip was then meas-
ured and recorded at a nanoscale resolution by a sen-
sitive capacitive transducer.  

Nanoindentation experiments were performed on 
the cement paste specimens after 28 days of curing 
in a standard water-lime bath (23 °C). The speci-
mens were extracted from the bulk cement paste 
specimens by slicing 25.4 mm x 25.4 mm x 25.4 mm 
cubes with a diamond blade saw. The specimens 
were then cast in a fast-set acrylic epoxy. After the 
epoxy hardened, the sample surfaces were ground 
with a mechanical polishing wheel with a grit size of 
120 for a total of ten minutes. Then the sample sur-
faces were ground with grits of 240, 600, 1000, 1500 
and 2000 in respective order for a total of 5 minutes 
at each scale. The reason for extended grinding at 
the 120 grit level was to ensure an even surface 
plane and removal of layers, if any had infiltrated 
the epoxy fast-set. During the grinding process 
specimens were continuously rinsed with running 
water.  

Upon completion of the grinding process, speci-
mens were placed in an ultrasonic bath with distilled 
water to displace any lodged particles. Specimens 
were then polished for a total of 2 minutes with a 
microcloth impregnated with a colloidal silica pol-
ishing suspension, Buehler Mastermet, to achieve a 
surface roughness of 60 nm. After polishing, speci-
mens were once again placed in the ultrasonic bath 
and then placed in a distilled water bath until the 
time of nanoindentation.  

The designated indentation locations on the ce-
ment paste specimens were selected using a high 
magnification light microscope attached to the 
NanoTest TM 600 platform (1000X). Ten indenta-
tions were performed along a straight line spaced at 
50 µm under a load of 1.0 mN. The indentation load 
was applied at a constant loading rate of 0.025 
mN/second. Five indentations were selected to per-
form the fracture analysis.  

3 ANALYTICAL METHODS 

The analysis method is based on the energy approach 
originally introduced for ductile materials by Cheng et 
al. (2002). It is assumed that the fracture energy (Ufra) 
is accounted for as a portion of the irreversible energy, 
rather than total energy. The irreversible energy (Uir) 
can be defined as the sum of the energy due to pure 
plasticity (Upp) and the energy due to the extension of 
cracking (Ucrack), described as 

 

crackppir UUU +=

                  (13) 
 
The energy due to pure plasticity (Upp) can be 

computed from the ratio of plastic to total energy 
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& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



after Cheng et al. (2002). 
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where hf is the residual indentation depth, hm is the 
maximum indentation depth, and Ut is the total en-
ergy obtained from fitting a power law function to 
the loading portion of the indentation curve and sub-
stituting into Equation 5. The pure plastic energy 
(Upp) can be found by multiplying the right hand 
side of Equation 14 by the total energy (Ut). Once 
the plastic energy is determined, the cracking energy 
can be determined from Equation 15. 

 

ppircrack UUU −=

                    (15) 
 
The critical energy release rate Gc can then be de-

termined as  
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where A is the maximum crack area given for 
Berkovich indenter based on the maximum indenta-
tion depth by substituting hmax into Equation 2.  
Equation 16 assumes that the crack growth under 
nanoindentation load is stable. The fracture stress in-
tensity factor Kc can be computed from the energy 
release rate (Gc) and reduced modulus (Er) as  

 

rcc
EGK =

                           (17) 

4 RESULTS 

A typical load-indentation curve is shown in Figure 
4. The results of five nanoindentation tests on the 
cement paste are summarized below in Table 1. 
Upon application of the analytical approach, the en-
ergy components are listed in Table 2. The final 
fracture parameters are listed in Table 3. 

 
Table 1. Summary of five nanoindentation test parameters as 
extracted from the cement paste.  

Test 
# 

Maximum in-
dentation depth 
hm(nm) 

Maximum in-
dentation depth 
hr(nm) 

Reduced Elas-
tic modulus Er 

(GPa) 

1 268 228 27.1 
2 209 150 18.6 
3 208 123 10.7 
4 340 236 9.0 
5 301 219 11.9 

Table 2. Summary of five nanoindentation test energy compo-
nent (nJ) as extracted from the cement paste experiments. 

Test # Ut Upp Ue Ucrack 

1 100.0 78.0 17.0 5.0 
2 69.7 41.8 18.2 9.7 
3 116.5 51.2 36.0 29.3 
4 218.2 124.1 29.8 64.2 
5 307.1 188.2 98.3 20.6 

 

 
Figure 4. Typical load-indentation curves for nanoindentation 
of the cement paste. 

 
Table 3. Fracture parameters Gc and Kc of cement paste as ex-
tracted from nanoindentation.  

Test # GC 

(N m/ m2) 
KC 

(MPa m1/2) 

1 2.8 0.278 

2 9.0 0.409 

3 27.7 0.544 

4 22.7 0.453 

5 9.3 0.332 

Mean 14.3 0.403 

Standard deviation ±10.4 ±0.104 

5 DISCUSSION 

The proposed method was able to extract the frac-
ture toughness of cement paste. Comparing the ob-
served results to macroscale observations might pro-
vide some insight on the scale effect. Experiments 
by Shah (1988) on cement paste showed fracture 
toughness of cement paste ranges between 0.3-0.5 
MPa m

1/2
 which is similar to the range of fracture 

toughness values extracted from the nanoindentation 
experiments. While the fracture toughness values ex-
tracted here reasonably compare to values from the 
literature, a wide scatter in the fracture characteris-
tics extracted from nanoindentation can be observed. 
This scatter is represented by the relatively high 
standard deviation is and can be attributed to the 
limited number of indentations reported here (5 in-
dentations).  
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



It is important to note here that for a quasi-brittle 
material such as cement paste a single radial crack as 
in metals would not develop. Instead many nanoc-
racks would develop in the fracture process zone. 
Therefore, the proposed method assumes an equiva-
lent elastic radial crack to simulate the energy con-
sumed in the fracture process zone. This assumption 
is in line with quasi-brittle fracture mechanics as-
sumptions suggested by many researchers to model 
cemetitious materials (e.g. Karihaloo and Nallthambi 
1989, Shah et al. 1995). The effect of any inelastic-
ity is assumed negligible.   

It is also obvious that nanoindentation of the ce-
ment paste can result in indenting any of the cement 
paste phases including high and low density CSH, 
calcium hydroxide (CH), ettringite, pores and unhy-
drated cement. The fact that the phase indented can-
not be determined a priori, results in the difficulty to 
relate the fracture toughness observations to a single 
phase in cement. However, statistical analysis of na-
noindentation data proposed by Constantinides & 
Ulm (2004) showed that for a limited number of in-
dentations, most of the observed characteristics can 
be related to CSH due to the relatively large volume 
fraction of CSH in cement paste. Phase correlation 
with certainty requires knowledge on the mechanical 
properties of CSH tested independently of other 
phases. This information is not widely available.  

We further compared the fracture toughness re-
sults described above with those extracted using an 
alternative approach for extracting the fracture 
toughness from nanoindentation experiments sug-
gested by Cheng et al. (2002). In this alternative ap-
proach, the fracture toughness parameters are deter-
mined with the aid of the finite element method. The 
alternative approach assumes that the cracking en-
ergy is part of the total energy observed during na-
noindentation such that 

 

crackept UUUU ++=

           (17) 
 
Therefore, if an elastic-plastic constitutive model 

is used to simulate the load-indentation response us-
ing the finite element method, the cracking energy 
can be based on the difference in energies between 
experimental data and finite element simulation. A 
finite element model for simulating Berkovich na-
noindentation is shown in Figure 5. The finite ele-
ment model exploits the one third symmetry of the 
Berkovich indenter for computational efficiency. 
Four-node solid 45 elements are used to model the 
plastic behavior of the nano-indentation process. 
Material properties were determined iteratively so 
that the load-indentation simulated by the finite ele-
ment method meets that observed experimentally in 
Test # 1. Materials properties include a Young’s 
modulus of elasticity of 110 GPa, a yield stress of 50 

MPa and yield strain of 0.0045 nm/nm and Poisson’s 
ratio of 0.25. The model implements non-linear 
Newton Raphson method for convergence.  

The results of the alternative approach showed 
that both curves observed experimentally and ex-
tracted from the finite element model were approxi-
mately the same. Figure 6 shows the load-
indentation curves as extracted from the finite ele-
ment model in comparison with that observed ex-
perimentally. No major difference in the energy ab-
sorbed extracted from the finite element model and 
that of the experiments can be observed. While part 
of the finite element loading curve came above the 
experimental loading curve, another part came be-
low the experimental curve. The difference in en-
ergy resulted in a cracking energy Ucrack of 7.42 nJ 
and therefore in a fracture toughness Kc of 0.338 
MPa m

1/2 
compared with 0.278 MPa m

1/2 
using the 

proposed method. 
 

 
Figure 5. The finite element model simulating Berkovich in-
dentation of Test #1.  

 

 
Figure 6. Comparison between load indentation simulated us-
ing the finite element method and observed experimentally. 

 
The alternative method, therefore, was not able to 

fully verify the results extracted from the proposed 
method. While the numerical value of the fracture 
toughness extracted from the alternative method is 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
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s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



within range compared to the fracture toughness ex-
tracted from the proposed method, the difference in 
the loading curve is within experimental accuracy. 
The results therefore are not conclusive. Further re-
search is still warranted to confirm and refine the 
above methods. Nevertheless, it is obvious that na-
noindentation can provide a plethora of information 
on fracture of cementitious composites while avoid-
ing the complexity associated in performing macro-
scale fracture toughness experiments. 

6 CONCLUSIONS 

Fracture toughness parameters of cement paste 
specimens made of 0.5 water/cement ratio was de-
termined using nanoindentation. The proposed 
method is based on decomposing the plastic energy 
to pure plastic energy used in producing the irre-
versible indentation and cracking energy that helps 
crack propagation. An equivalent elastic radial crack 
is assumed and the energy required to extend this 
crack is computed. The cracking energy is computed 
using the experimentally observed nanoindentation 
loading and unloading curves. The proposed method 
avoids the need to measure radial cracks which 
proved difficult with cementitious composites. The 
fracture toughness parameters were found to be in 
range with macroscale fracture toughness of cement 
paste reported in the literature. Further research is 
underway to validate the proposed method and to 
classify the fracture contributions of the different 
phases in the cement paste.    
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 
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