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ABSTRACT: The paper proposes an original approach for simply modeling the complex cracking processes 
of cementitious composites structures. The basic idea of the model is to take into account the heterogeneous 
nature of concrete and the presence of initial defects as the main factors influencing cracking processes for a 
given stressed material volume. In this sense, the model considers volume effects, random distributions of 
mechanical properties and crack localization in its formulation. Therefore, the model is able to bridge the gap 
between the local description of the mechanisms at the material level and the global response at the structural 
level. 2D and first 3D simulations and validation tests are presented. 

1 INTRODUCTION  

The description of cracks is crucial for predicting the 
life expectancy of concrete structures such as dams, 
nuclear power plants vessels, waste (nuclear or not) 
storage structures, tunnels, etc. The development of 
models providing information on the characteristics 
of cracks in concrete (crack openings and spacings), 
for a given environment, loading and limit condi-
tions set is still a challenging task. Moreover, a per-
tinent model should also take into account some 
characteristics being behind cracking processes for a 
given volume of concrete: not only scale effects, but 
also phenomena related to the heterogeneous nature 
of concrete such as initial defects in the material, 
cracking nucleation and propagation. 

The objective of this paper is to provide a macro-
scopic model capable of bridging the gap between 
the local description of the mechanisms at the mate-
rial level and the global response at the structural 
level. In the proposed model, finite elements are 
classically considered as elementary volumes of ma-
terial. As far as the concrete is heterogeneous, me-
chanical parameters are defined via statistical distri-
butions (requiring only two parameters) based on a 
large experimental campaign held at LCPC 
(Rossi et al. 1994). The model is also aimed to rep-
resent crack initiation, propagation and localization 
by a simple macroscopic probabilistic dissipative 
mechanism (elastic-perfectly plastic and brittle) de-
pending on the element size. 

This kind of approach allows to obtain a perti-
nent, statistical global response, and, simultaneously, 
local information (such as crack mouth opening and 
distribution) that can be exploited, for example, in 
the coupled modeling of fluids transfers.  

This modeling strategy is developed in 2D and in 
3D, and results are compared to original experimen-
tal tests (four point bending test and Brazilian test) 
performed at LCPC. The comparison will be given 
not only in terms of the global answer but also on 
cracks opening and distribution. 

2 HETEROGENEITY OF CONCRETE AND 
CRACKING PROCESSES 

Concrete is a porous multiphase material where the 
solid matrix is formed by cement paste and aggre-
gates and where voids are filled with liquid and gas. 
In other words, concrete is, by nature, a heterogene-
ous material, which always contains inner defects 
such as pores and cracks (even under no external 
loads). Moreover, heterogeneity is the main cause of 
concrete statistical volume effects, which influence 
scale effects at the structural level (Bazant 2000) via 
the cracking processes. Heterogeneity and volume 
effects are aspects which are strictly correlated and 
that should be specifically taken into account when 
dealing with concrete modeling. 

Rossi (Rossi et al. 1994), after having performed 
a huge experimental campaign on tensile behavior of 
concrete, interpreted cracking processes as the fol-
lowing: stresses develop in concrete due to the ex-
ternal load and aggregates tend to concentrate them 
in their neighborhood; on the other hand, the cement 
paste and also the bound between the paste and the 
aggregate are the places where defects are located, 
i.e. are places of lower strengths; cracking arises 
when a high stress meets a low strength, and then 
propagates through the cement paste; and aggregates 
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eventually play the role of barriers or material 
bridges in the propagation of cracks. 

Volume effects are the consequence of the impact 
of the heterogeneity on the behavior of the stressed 
volume. The closer, to the scale of the stressed vol-
ume, the scale of the local stress concentration (gen-
erated by the heterogeneity) is, the larger is its influ-
ence on the macroscopic behavior. 

Moreover, as far as heterogeneities and defects 
are randomly distributed in the material, the me-
chanical properties are random parameters. In the 
experimental study (Rossi et al. 1994), authors 
showed, for example, an increase of the mean value 
and the dispersion of the tensile strength vs. a de-
crease of the material volume for a same concrete 
mix design. This effect has been found for different 
types of concretes, but with different magnitudes. 
An empirical scale effect law has been then estab-
lished for the mean tensile strength m( f

t
)  and the 

standard deviation σ( f
t
)  as functions of easily 

measurable quantities such as the ratio “volume of 
the specimen Vs over volume of the coarsest grain 
of the concrete Vg” (the ratio Vs/Vg can be related to 
the size of the major heterogeneity) and the “stan-
dard compressive strength of concrete fc” (consid-
ered here as a good indicator of the cement paste 
quality). 

3 NUMERICAL PROBABILISTIC MODELING 
OF CRACKING PROCESSES 

The numerical modeling takes place in the general 
framework of the finite-element method (FEM). The 
underlying, and basic, idea is to consider a finite 
element volume like a material volume and to as-
sume that physical mechanisms influencing the 
cracking processes remain the same whatever the 
scale of observation. Considering the heterogeneity 
of the material, mechanical properties are randomly 
distributed over the mesh: the scale laws cited in the 
previous section have been extrapolated to the vol-
ume of the finite element and used as input data in a 
numerical modeling based on a probabilistic ap-
proach.  

Considering the modeling of cracks – initiation, 
propagation and localization – two strategies are 
here presented: a discrete explicit model and an 
original continuum based approach. 

3.1 A discrete Approach 

Rossi (Rossi et al. 1992) originally presents a prob-
abilistic model implemented via a discrete-explicit 
approach in which interface elements are used to de-
scribe the discontinuities. The volume of the mas-
sive elements which are adjacent to the considered 
interface element, acts as the reference (material) 

volume. The mechanical properties of the interface 
elements (tensile strength) and of the massive ele-
ments (young modulus) are considered as randomly 
distributed variables. As cited above, distribution 
characteristics (mean value and standard deviation) 
are obtained from an extrapolation of the empirical 
formulas (see section 2). It should be pointed out 
that the model is aimed at explicitly representing lo-
calized crack patterns in concrete taking into account 
volume effects. The model is considered as probabil-
istic, but after the random distribution of mechanical 
properties over the mesh, the computation remains 
deterministic. It is then necessary to follow a Monte 
Carlo method and therefore to perform a large num-
ber of computations for statistically validating the 
results. Scale effects are effectively taken into ac-
count and the model is auto-coherent in the sense 
that data at the local scale are coherent with results 
at the global scale since a generic law taking into ac-
count volume effects can define concrete mechanical 
properties at each scale. Although locally no energy 
is dissipated (the failure of the elementary volume 
remains elastic-perfectly brittle), the model allows to 
statistically representing a global dissipation of en-
ergy through inelastic residual strains, softening be-
haviors. 

According to the local and probabilistic character 
of the approach, the volume of the element has to be 
sufficiently small when compared to the volume of 
the meshed structure or to the zone size where stress 
gradients can develop (i.e. the fracture process 
zone). This can lead to very small ratios Vs/Vg 
which fall out of the domain of validity supported by 
the experimental campaign (Rossi et al. 1994). An 
inverse analysis (Tailhan et al. 2007) has then been 
used to determine the extrapolation of the empirical 
formulas to the small ratios Vs/Vg domain. The 
original size-effect law is therefore updated and will 
be used in the finite element analysis. 

Nevertheless, this modeling strategy has, how-
ever, some shortcomings. Some questions arise in 
the applicability of the discrete-explicit model. 
Firstly, the main criticism, which can be made, is 
that cracks inevitably depend on the orientation of 
the contact elements, even if the random distribution 
of the mechanical properties tempers this effect. 
Secondly, for more global approaches, at the scale of 
a whole structure for example, such model leads to 
prohibitive computational costs as the use of contact 
elements doubles the number of nodes. This is even 
more sensitive in the case of 3D modeling. 

These considerations justify an enhancement to-
wards a continuum based approach. Such a model 
seems more adequate in many situations and in par-
ticular when dealing with real structures. If com-
pared to a discrete model, a continuum model does 
not require contact elements, i.e. no pre-oriented 
cracks (any crack direction is favored).  
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  

 

J•∇=
∂

∂
−

t

w
                              (2) 

 
The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



3.2 A continuum Approach 

The continuum based approach is defined at a mac-
roscopic scale where stress and strain states are de-
fined. At this scale, it is theoretically possible to es-
tablish a constitutive relationship between stress and 
strain defining the macroscopic behavior of the ma-
terial. Cracking processes can be then taken into ac-
count by considering a dissipative mechanism at the 
material scale. In this meaning, and strictly speak-
ing, cracks must be considered as sufficiently small 
(micro cracks) and diffused in the whole material 
representative elementary volume. Two important 
facts have to be pointed out: 

- Usually, the identification of the material be-
havior is performed on laboratory samples which 
size has to be larger than the Representative Elemen-
tary Volume (REV) in order to properly take into 
account the material heterogeneity. However, when 
dealing with concrete this size is not often in accor-
dance with the size of the finite elements used in the 
modeling. It is thus necessary to perform an extrapo-
lation of the identified experimental behavior to the 
scale of the finite element. This requires taking into 
account scale changes, i.e. volume effects must be 
considered at this stage. 

- The localization of cracks, generally occurring 
at the peak, has to be carefully taken into account. 
Before localization, material integrity is quite pre-
served even if the material is severely damaged. Af-
ter localization, material integrity fails such that it is 
impossible to consider the post-peak softening be-
havior as representative of the behavior of the mate-
rial. In other words, after the peak we shift from a 
material behavior to a structural behavior (Rossi 
1998). Numerical translations of these problems are 
mostly leading to strong mesh sensitivities and non 
objective responses (Bazant & Jirasek 2002). Addi-
tional assumptions must be done to solve this prob-
lem. 

The model takes into account at the finite element 
level these aspects as follows: 

- Firstly, it is assumed that it is possible to define 
macroscopic quantities whatever the size of the fi-
nite element, whether it is material representative or 
not. It is then supposed that the mechanical behavior 
of the finite element depends on its size and posi-
tion, i.e. the behavior of each finite element is prone 
to random variations, thus taking account the mate-
rial heterogeneity. 

- The mechanical behavior of the finite element 
(pre- and post-localization) is replaced by an equiva-
lent material behavior. Since it is considered as a 
material behavior, this equivalent behavior does not 
have a softening branch after the peak. A dissipative 
mechanism is chosen to represent the whole crack-
ing process, pre- and post-localization. The equiva-
lent behavior is defined via an equivalence in de-

formation energy. It can be argued that the local 
dissipative mechanism is not representative of the 
local energy amount really dissipated by the material 
during cracking. At the end of the cracking process, 
when the total amount of available energy is dissi-
pated, failure of the finite element is assumed to be 
brittle. 

The dissipative mechanism is represented via per-
fect plasticity. This choice is justified by the simplic-
ity of the approach together with the well-
established theoretical framework and the robust 
numerical implementations. The principle of the en-
ergy equivalence is depicted in Figure 1. Details are 
given in (Tailhan 2009). 

 

 
Figure 1. Principle of the equivalence for a uniaxial tensile be-
havior. 

 
As far as the uniaxial behavior depends on the 

stressed volume of material and presents some ran-
domness, the area under the curves is also a random 
quantity, influenced by volume effects. Consecu-
tively, σ

m
 and the dissipated energy (W

d
) can be 

considered as random parameters of the elastic-
plastic equivalent model (also influenced by volume 
effect). The general laws, defining the characteristics 
of the probabilistic distributions for σ

m
 and W

d
 

vs. the parameters of the model (i.e. fc and V/Vg, see 
section 2), have to be identified via an experimental 
campaign or via a numerical campaign using the 
discrete approach presented above. 

The choice of a numerical support for the repre-
sentation of the crack localization is important as it 
should combine the relative simplicity of implicit 
models (which are particularly suitable for being 
used in the description of large structures) together 
with the capacity of giving some extra information 
necessary for a proper crack description. Three finite 
element approaches have been tested on different 
configurations in order to evaluate the eventual 
stress locking and mesh dependence: a Rashid-like 
(Rashid 1968) model (in which element stiffness is 
reduced to zero as soon as an energy threshold is 
reached), a fixed crack model (Droz 1987) and an 
embedded formulation (Alfaiate 2003). According to 
our test results, the Rashid-like model did not exhibit 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  
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associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
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where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



stress locking and together with the proposed prob-
abilistic approach proved to be mesh independent. 
For these reasons, this model has been retained for 
the further probabilistic analysis. 

4 EXPERIMENTAL VALIDATION 

The continuum modeling presented in the previous 
sections has been firstly compared to an original ex-
perimental test performed at LCPC. The experiment 
consists of a four point displacement-controlled 
bending test on a plain concrete beam. The beam 
geometry is a 70x20x15cm prism. The span is 60 cm 
long. The constant moment zone is 20 cm long. The 
concrete used is an ordinary concrete (E=35GPa, 
fc=50MPa, ft=3MPa, values experimentally deter-
mined). Displacements (are measured on the front 
face via 6 LVDTs, and the bending vertical dis-
placement is also recorded.  

The numerical probabilistic approach is per-
formed according the following steps: 

- 30 computations are performed with the discrete 
approach for simulating the uniaxial tensile behavior 
of the concrete. A mean behavior is deduced from 
these results. 

- An inverse analysis is done on the mean behav-
ior to determine the parameters of the continuum 
approach 

- These parameters are used to the modeling of 
the bending behavior. Again 30 computations are 
performed. 

The beam has been modeled via T3 regular ele-
ments (see Figure 3); the Rashid-like model has 
been used. Results are given Figure 2. 

  

 
Figure 2. Global behavior: experimental (bold), numerical an-
swer (grey) and mean (circles). 

 
The correlation between the experimental result 

and the mean curve is quite good as the experimental 
result is contained in the set of the numerical an-
swers and is very close to the mean answer. The 
macroscopic model provides not only a global an-

swer but also some local information on cracks 
openings and distribution. The Figure 3 shows a 
typical crack pattern and the crack opening curves 
are presented in Figure 4. It is interesting to observe 
that not only a main macro crack is represented but 
also the multi-cracking character of the global fail-
ure is represented. 

 

 
Figure 3. Typical crack pattern at the end of the simulation. 

 

 
Figure 4. Crack opening (numerical -grey-, mean answer -
circles- and experimental -bold-). 

 
The second validation test concerns the simula-

tion of a Brazilian test, performed at LCPC as well. 
The experiment consists in applying a compressive 
load on an 11cm diameter concrete cylinder. The 
evolution of the cylinder diameter is recorder on 
both faces of the specimen, and their mean value is 
used as the loading parameter of the testing device 
avoiding, in this way, loading instabilities. 

 

 
Figure 5. Experimental device for the Brazilian test. 

Proceedings of FraMCoS-7, May 23-28, 2010

hThD ∇−= ),(J                             (1) 
 

The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  

 

J•∇=
∂

∂
−

t

w
                              (2) 

 
The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 

 

nsc
w

s

e
w

c

e
w

h
h

D
t

h

h

e
w

&&& ++
∂

∂

∂

∂

=∇•∇+
∂

∂

∂

∂

− αα

αα

)(

    

(3)

 
 

where ∂we/∂h is the slope of the sorption/desorption 
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humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



The concrete used is the same as described above. 
And the modeling strategy is also the same as the 
one previously depicted. It is underlined, that the 
computation is driven in the same way as the ex-
periment: the diametric expansion is also here the 
indirect loading parameter. 

 

 
Figure 6. Applied load vs. diametric expansion curves. Com-
parison between experimental results (dotted red curves) simu-
lation (blue curves – the magenta curve representing their mean 
value). 

 

 
Figure 7. 3D crack pattern at the end of the simulation. 

 

 
Figure 8. Distribution of horizontal displacements on both 
faces of the specimen. 

Again, the correlation between the experimental 
result and the simulation is quite good, as far as only 
one result is shown here (Figure 6 to Figure 8). Nev-
ertheless, the simulation clearly shows the 3D char-
acter of the cracking process in the specimen, lead-
ing to a strong dissymmetry between both faces. The 
crack pattern and the horizontal displacement are 
also clearly dissymmetric Figure 7 and Figure 8. 
These facts have been also experimentally observed. 

5 CONCLUSIONS  

In this paper, a model representing cracking proc-
esses in concrete through a robust continuum ap-
proach coupled with a simple numerical modeling of 
discontinuities is presented. 2D and 3D validation 
tests are depicted. One should not forget that the 
simplicity of the numerical modeling is meaningful 
only if the approach is coupled with the statistical 
distribution of properties and the given scale laws. 
This solution strategy allows to properly take into 
account scale effects and the heterogeneous nature 
of concrete, providing a reliable global answer as 
well as local information such as crack patterns and 
crack opening. The enhancement of the model to-
wards 3D is a necessary step to take into accounts 
the complex three dimensional nature and geometry 
of cracks and giving a satisfactory description of the 
local-global behavior of a structure. 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 
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