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ABSTRACT: Softening of concrete must be considered as the stage where the material breaks down catastro-
phically. For plain concrete and cement it can be shown that a macroscopic crack develops, most generally in 
asymmetric mode. This is caused by the heterogeneous material structure of said materials. The macrocrack 
growth is affected by boundary conditions and specimen/structure size. The phenomena can be realistically 
described by means of a bridged crack model based on LEFM principles. Both for tension and compression 
the observed crack sequence from micro-cracking in the pre-peak regime to localized crack growth in the 
post-peak regime can be shown, with the exception that the macrocrack growth is in mode II in compression 
rather than in mode I. In both cases boundary effects are important and cannot be neglected. The paper shows 
that the unrestricted use of softening curves as material property is not allowed; rather every structure will 
have its own specific softening curve. 

1 INTRODUCTION  

Concrete has a quite large-scale microstructure (ma-
terial structure), which makes an approach via con-
tinuum mechanics rather complicated. Especially for 
analyzing small structures and/or laboratory-size 
specimens the heterogeneity caused by the large ag-
gregates cannot be ignored and averaging is difficult 
if not impossible. Nevertheless, continuum-based 
approaches appear to be favored in the engineering 
community. An enormous variety of models and 
theories has been proposed over the past decades 
trying to capture the highly non-linear material be-
haviour of concrete including the softening part of 
the stress-deformation curve in a continuum-
mechanics framework. One can question whether 
such approaches are realistic. Averaging seems ap-
propriate when elastic properties of cement and con-
crete are considered, provided of course that ex-
perimental information is obtained from specimens 
larger than the Representative Volume for these ma-
terials. The Representative Volume Element (RVE) 
for concrete can be quite large, namely at least larger 
than 8 times the maximum aggregate size dmax in the 
case of normal concrete with strong, stiff natural ag-
gregate particles (Van Mier 1999). Normally an 
RVE of 3-5 times the maximum aggregate size 
would suffice, but considering environmental effects 
like drying shrinkage, differential hydration and the 
like, experiments suggest that a value of 8dmax for 
concrete is more realistic.  

When it comes to fracture it is highly question-
able if a continuum-based approach should be con-
sidered at all. Starting from the beginning of load-

ing, small tensile microcracks develop within the 
concrete micro-structure (irrespective of the fact 
whether the external loading is tensile or compres-
sive). The relation between microcracking and the 
shape of the stress-strain curve in compression was 
first pointed out by Hsu et al. (1963). The micro-
cracks gradually increase in size until one or several 
cracks become so large that catastrophic failure oc-
curs and the specimen/structure under consideration 
breaks into two or several large parts. Typically 
these residual parts have a characteristic dimension 
equal to the characteristic structure dimension ℓ (for 
example thickness). Note that in this introduction as 
in the sequel of this paper the terms ‘structure’ and 
‘laboratory specimen’ are treated as synonyms. A 
laboratory-scale specimen (characteristic length ℓ in 
the order of 100 mm) behaves when it fractures as a 
‘small-scale structure’, since, as will become clear, 
specimen size and boundary conditions play an im-
portant role. One of the most visible effects of the 
growth of macrocracks is localization of deforma-
tions, which led Hillerborg, Modéer and Petersson to 
develop the Fictitious Crack Model in 1976. The 
Fictitious Crack Model (FCM) is similar to the co-
hesive crack models (CCM) considered earlier by 
Dugdale and Barenblatt: a non-linear fracture proc-
ess zone is assumed to precede the growth of a 
stress-free macrocrack. The crack length that enters 
into the formulation is the stress-free crack length 
plus the length of the cohesive zone (or process 
zone). One significant difference exists between the 
FCM for concrete and the CCM, which was origi-
nally developed for describing fracture in ductile 
metals. In CCM the size of the fracture process zone 



(or rather plastic zone) is assumed to extend over a 
very short length in front of the stress-free macro-
crack (Barenblatt 1962, Lawn 1993). The typical 
dimension is a few grain sizes in metals, correspond-
ing to several micrometers.  

In materials like concrete there is still no agree-
ment about the actual size of the fracture process 
zone (e.g. Mindess (1991) who explored the idea of 
a ‘cloud of microcracks in front of a stress-free 
macro-crack, or Van Mier (1991) who put forward a 
completely different interpretation based on bridging 
in the wake of the crack-tip), but many would agree 
that under some circumstances it can be larger than 
the structures’ characteristic length ℓ. It appears that 
for materials like concrete (and also rock and ice) 
the fracture process zone becomes thus a global pa-
rameter rather than the local effect as considered in 
the CCM. The consequences are important. If the 
fracture process zone size becomes equal or larger 
than the structure characteristic length, size-effects 
and boundary condition effects will start to play a 
role, as a matter of fact already before a macroscopic 
(stress-free) crack develops.  

 

 

Figure 1. (a) The Fictitious Crack Model developed by Hiller-
borg, Modeer & Petersson (1976) separates the stress-strain 
curve for concrete in tension into two parts: a pre-peak stress-
strain curve and a post-peak stress-crack opening diagram. (b) 
Uniaxial compression experiments by Van Mier (1984) showed 
that the same separation can be applied and leads to a unique 
stress-post-peak displacement curve. Later the localization ef-
fect in compression was shown to be independent on the type 
of loading platen used (frictionless or un-restrained, or re-
strained) by Van Vliet & Van Mier (1996). Four stages are dis-
tinguished in the tensile and compressive fracture process: ‘O’ 
(elastic), ‘A’ (microcracking, stable), ‘B’ (macro-cracking, in-
herently ‘unstable), and ‘C’ (bridging, which must be inter-
preted as coulomb friction in compression). Note that the ten-
sile and compressive diagrams are not drawn to scale. 

 
The main question addressed in this paper is how 

the fracture process zone should be interpreted, and 
how it should be considered in a fracture mechanics-
based analysis. In the discussion that follows, uniax-
ial tensile and uniaxial compressive loading lead to 
the same result. In 1984 Van Mier showed in a series 
of uniaxial compression experiments that localiza-
tion occurs in the same way as under uniaxial ten-

sion. The stress-strain curve in compression be-
comes meaningless in the softening regime; rather a 
stress-displacement curve must be adopted to de-
scribe the behaviour during softening independent of 
structure length. Thus, as sketched in Figure 1, the 
‘Fictitious’ approach can be translated directly to 
compression. 

Although the ‘fictitious’ crack model seems ap-
pealing and correct, it is only superficially so since 
the effect of stress-concentration, the material het-
erogeneity and the ensuing non-uniform crack proc-
ess is completely missed. In order to simulate non-
uniform crack-opening as observed in uniaxial ten-
sion tests (Van Mier 1997), a defect must be in-
cluded. The defect may be a notch, an element with 
a deviating stiffness, or an element with deviating 
(usually, lower) strength, all under the assumption 
that the simulation is carried out with the finite ele-
ment method, which appears to be the only means to 
apply the FCM. For FCM interface elements are 
needed; the crack-band model (Bažant & Oh 1983) 
can use the same type of element for the entire struc-
ture and the crack-path must not necessarily be 
known in advance, although new difficulties arise 
for curved cracks. We will not delve into those mat-
ters here. 

In this paper an approach based on linear-elastic 
fracture mechanics is suggested that allows comput-
ing the softening behaviour of a structure as a crack 
growth phenomenon. In this approach a crack (and 
also a micro-crack) is a displacement jump in an 
otherwise elastic continuum; no tensile stress trans-
fer is possible perpendicular to the crack surfaces. 
Stress-crack-opening diagrams can be retrieved us-
ing well-known equations from LEFM. Since crack-
face bridging plays a role in tensile fracture of plain 
concrete and plain cement (i.e. the main crack is not 
continuous but contains small overlaps), and to a lar-
ger extent in fibre reinforced concrete (in the form of 
fibre bridging), and since this is only mobilized after 
the main localized crack starts to propagate, a differ-
ent bridging stress must be applied. Balancing the 
stress-intensity from the mechanical loading with the 
stress-intensity of the bridging stress leads to differ-
ent behaviour directly after peak. In other words the 
stability of the crack is affected by the bridging 
stress since it directly affects the stress-intensity that 
drives the crack. In compression the same approach 
may be used, except that now mode II is considered 
rather than mode I. The LEFM-based model has an 
advantage, namely that geometry and boundary con-
dition effects are directly incorporated via the weight 
function. Disadvantage is that these weight functions 
are mostly known for single-crack problems only, 
and can be mathematically quite demanding. On the 
other hand, since softening is a ‘single-crack phe-
nomenon’, the LEFM approach is a viable choice 
non-the-less. 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



2 FRACTURE PROCESS IN CONCRETE 

2.1  Uniaxial tension 

The stable displacement-controlled experiments by 
Evans & Marathe (1968) suggested that microcrack-
ing starts before the maximum tensile stress is 
reached. This statement is confirmed by acoustic 
emission measurement, for example Wissing (1988). 
The localized macrocrack, which leads to catastro-
phic rupture, starts to grow around maximum load. 
This can, for instance be shown by means of photo-
elasticity (coating glued on the surface of a concrete 
specimen, Van Mier & Nooru-Mohamed 1990), 
Moiré-interferometry (for example Raiss et al. 
1989), vacuum impregnation with super-fluid epoxy 
or dye (Van Mier 1991), or X-ray tomography (Trtik 
et al 2007). The main crack is not continuous but 
contains numerous crack-face bridges where stress-
transfer is still possible. This crack-face-bridging is 
assumed to take place in the wake of the main crack 
tip, and has also been observed in other materials, 
like ceramics (see for example in Lawn 1993). Thus, 
including the linear-elastic regime, four stages are 
recognized. In Figure 1a these are labeled ‘O’ (elas-
tic), ‘A’ (stable micro-cracking), ‘B’ (macro-
cracking, which is inherently un-stable, see Van 
Mier & Shi 2002) and ‘C’ (bridging).  

2.2 Compression (low confinement) 

In compression the failure sequence is the same. Af-
ter an initially linear regime ‘O’ (Figure 1b), stable 
microcracking is observed. The microcracking is 
usually thought to start at a stress-level of 0.30fc, but 
when very accurate strain measurements are made 
the σ-ε curve appears to be non-linear from the very 
beginning. This may in part be caused by the closure 
of small voids and pre-existing (shrinkage) cracks at 
very small compressive loads. The microcracking in 
compression is very stable: the cracks are mostly 
oriented parallel to the loading direction and the load 
must be increased in order to propagate the small 
cracks. In addition, like in tension, the heterogene-
ous microstructure of concrete provides ample op-
portunity for crack-arrest. Often the definition of a 
‘microcrack’ is raised as an issue. In principle, when 
the stability of a crack is considered one could de-
fine a ‘microcrack’ as one with a positive geometry, 
i.e. the stress-intensity increases when the crack 
grows. The absolute size-definition is then irrele-
vant. For example in fibre concrete, long stable 
cracks may be observed (referred to as ‘multiple 
cracking’), but since the fibres in the material tend to 
arrest them, they may also be considered as micro-
cracks (see also Section 4). Hsu et al. (1963) showed 
the growth of microcracks in cylinders subjected to 
compression by means of a dye-technique. The same 

techniques mentioned above for tensile cracking can 
be used in compression as well. Notably is that for 
stress-levels up till approximately 70-75% of maxi-
mum stress the volume of the specimen decreases, 
whereas after that an increase is observed, indicating 
that the cracks are opening. At or just beyond peak 
an ‘unstable’ macrocrack propagates through the 
compressed specimen leading to catastrophic failure 
if not the test is conducted in displacement control. 
Note that localization of deformations occurs in 
compression (Van Mier (1984)). Thus, again four 
stages can be distinguished, and they are the same as 
those mentioned for tensile fracture (compare Fig-
ures 1a and 1b). With that a unified approach for 
tension and compression appears to be within reach. 
Note that the last regime ‘C’ (bridging) must in the 
compressive case be interpreted as Coulomb friction 
in an inclined macrocrack, see Van Mier (2009).  

3 LEFM SOLUTION: THE TENSILE CASE 

In this paragraph we consider tensile fracture only; 
compression can be dealt with identically, using 
however the expressions for mode II fracture instead 
of those for mode I. In LEFM, for the stresses at the 
tip of a slit-like crack in a homogeneous isotropic 
elastic-brittle material the following equations apply, 
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plane strain. KI is the mode I (tensile) stress-intensity 
factor, which depends on the external applied tensile 
stress σ, the half-crack length a and a weight-
function f(a/W). The weight function depends on the 
actual specimen geometry and boundary conditions. 
In short, the crack-tip stresses can be written as  
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For the displacements the expressions are: 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



stress ((3-ν)/(1+ν)) or for plane strain (3-4ν). In 

short the displacements are written as: 
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Under pure mode I loading (tension), Lawn 

(1993) shows that the crack-opening displacement at 
the tip (in the direction of loading, i.e. the y-
direction) is parabolic: 
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This result can be obtained by substituting θ = ± 

π  in the expression for uy. For plane strain, E must 
be substituted by E/(1-ν

2
). 

For mode II and mode III the expressions are 
slightly different, and can be found in various text-
books (e.g. Suresh (1991), Lawn (1993)). 

As mentioned, the K-factor, the stress intensity 
factor, depends on the outer boundary conditions of 
the specimen/structure, whereas the remaining fac-
tors depend only on the local coordinates at the 
crack-tip. For every structure the K-factor must be 
determined again. This can be done numerically, or 
for a number of special cases where a closed-form 
solution has been derived, via handbooks, e.g. Tada 
et al. (1973). 

Now, a crack is assumed to start propagating 
when KI exceeds a critical value denoted by KIc. The 
critical value can be determined from experiments at 
peak stress, provided that a good measure for the ini-
tial crack length is available. The critical stress in-
tensity factor is assumed to be a material constant. 
The critical crack is assumed to grow during the 
post-peak regime (stage ‘A’) and is the actual start 
of the softening stages (‘B’ and ‘C’). The effective 
carrying capacity of the specimen/structure de-
creases as the critical crack grows. Bridging may 
have a positive effect in the sense that the load-
decrease is slower since some load can still be ap-
plied by the bridges connecting the two crack faces. 
Examples of crack face bridging are ‘aggregate 
bridging’, which is usually observed in plain con-
crete (Van Mier (1991)), or fibre bridging in fibre 
reinforced composites, see for example Rieger & 
Van Mier (2009).  

The load-decrease due to a growing mode I crack 
can be written as 
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where the relative crack length is denoted ξi = ai/W 
(i ≥ 0), and W is the specimen width, Van Mier 

(1991). The shape of the stress-relative crack length 
curve depends on the initial crack length ξ0, and 
most importantly, on the boundary conditions and 
the geometry of the structure (weight function f). 
Figure 2 shows a comparison between specimens 
loaded in tension between rotating (Fig. 2a) and 
fixed loading platens (Fig. 2b). Experiments show 
exactly this distinct post-peak (softening) behaviour.  

The relative crack-length can be replaced by the 
crack-opening displacement in Figure 2: this will not 
change the shape of the diagrams. Using the expres-
sion for u (see above), one can easily show that in 
the post-peak regime 
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Note that u1 is the displacement normal to the 

crack in the post-peak regime, whereas u0 denotes 
the displacement at peak load. An important as-
sumption in the above analysis is that the stress-
intensity is constant and equal to the critical value 
KIc during the growth process in the post-peak re-
gime.  

 

 
Figure 2. Decrease of load carrying capacity with increasing 
relative crack length ξ, for a single-edge-notched plate loaded 
in uniaxial tension: (a) freely rotating platens (θ ≠ 0), and (b) 
fixed loading platens (θ = 0), after Van Mier (1991).  

 
Moreover, an initial crack, with length a0,, needs 

to be present in the material. It seems likely that this 
is the first microcrack in the pre-peak regime that 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  

 

J•∇=
∂

∂
−

t

w
                              (2) 

 
The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



becomes unstable. How large such a microcrack 
would be depends on the microstructure of the con-
crete mixture. From micro-mechanics analysis it fol-
lows that the pre-peak microcrack process is, for ex-
ample, influenced by the amount and size of the 
aggregates that are used, see for example Prado & 
Van Mier (2003). 

For compressive loading all equations must be 
replaced by those for mode II; the direction of the 
mode II crack is determined by the type of material 
and the amount of boundary friction (restraint) be-
tween loading platen and specimen, see Van Mier 
(2009). Note that plane-stress conditions are as-
sumed here. In reality fracture of concrete must usu-
ally be treated as a plane-strain problem, especially 
when laboratory-scale specimens are analyzed. In 
that case prismatic specimens often show crack ini-
tiation in a corner, which could be analyzed by con-
sidering a 3D-eliptic corner crack. In cylindrical 
shaped specimens the stress-concentration from cor-
ners is missing, and just a planar crack is observed in 
compression. What will happen for each individual 
specimen is hard to say since crack initiation de-
pends on local variations in material structure and 
material strength and the imposed irregularities from 
specimen geometry (for example prisms vs. cylin-
ders) and boundary restraint. 

4 THE ROLE OF BRIDGING 

What has not been included in the above analysis is 
the effect of bridging (for tension) or Coulomb fric-
tion in the crack (for compression). Again, limiting 
ourselves to mode I fracture, the crack must be con-
sidered as not being stress-free, but rather a uni-
formly distributed bridging stress counter-acts the 
stress-intensity from the externally applied load as 
sketched in Figure 3. 

 

  
Figure 3. Superposition principle applied to a bridged macro-
crack in tension: (a) stress-free macro-crack in a speci-
men/structure subjected to external tension, (b) bridging stress 
over the slit-like crack due to crack face bridging. Ideally the 
bridging stress distribution follows from micromechanical con-
siderations, for example on aggregate pullout, crack-overlaps 
or fibre pullout. 

 
A bridged macrocrack takes a shape like that 

shown in Figure 4. Crack overlaps, and sometimes 

crack branches allow for local stress-transfer. The 
crack overlaps have been shown in the past at many 
different scales (from [µm] to [km]), in a variety of 
(heterogeneous) materials. From simple lattice 
analysis the bridging mechanism evolves automati-
cally, and in Prado & Van Mier (2003) the stress-
transfer due to bridging has been visualized, as well 
as other stages in the fracture process.  

Again, returning to the LEFM-approach, for 
straight cracks one may apply the superposition 
principle, and simply one should consider 

 

)()()( bridgingIII KKtotK σσ +=  

 
The stress-intensity from external load is counter-

acted by the stress-intensity from a slit-like crack 
with bridging stress (negative internal pressure). If 
the number of crack overlaps is sufficiently large, 
one may assume a continuous bridging stress over 
the crack length. If the bridging stress increases, so 
that –KI (σbridging) > KI (σ), the crack stops to grow. 
In the example of Figure 2b something similar hap-
pened: a bending moment develops with increasing 
ξ due to the increasingly eccentric loading when the 
loading platens are kept parallel (fixed). Eventually 
the moment is large enough to arrest the crack com-
pletely.  

 

 
Figure 4. Example of bridging through crack-overlaps: this 
crack-mechanism has been demonstrated at various scales from 
[µm] to [km]. The tensile loading direction is vertical. 

5 RAMIFICATION TO OTHER STRUCTURES 
AND SIZE EFFECT 

The consequence of the above explanation is that 
every structure has its own distinct softening behav-
iour. This is nothing new when one considers that 
every ‘material experiment’ will lead to a different 
strength value. For concrete compare, for example, 
the difference in ‘bending tensile strength’, ‘splitting 
tensile strength’ and ‘uniaxial (or direct) tensile 
strength’. Bending, splitting or direct tension all lead 
to different values for the presumed ‘tensile strength 
of concrete’, and the debate of how to translate one 
into the other is an ongoing activity, which is likely 
never to be solved. Returning to the case for soften-
ing, perhaps for some classes of more-or-less identi-
cal cracking behaviour a softening rule could be de-
fined, but the tensile example shows that one should 
be careful (Fig. 2). On the other hand, the situation 
for structural analysis may now focus on the real is-
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



sue, namely the development of micro-cracks in 
stage ‘A’, as defined in Figure 1. The real problem is 
to find out when the microcracks tend to become un-
stable, i.e. when the structure of the material (think 
of aggregate particles and/or fibres in concrete) and 
the specimen geometry and boundary conditions are 
not capable anymore to arrest cracks. As soon as this 
point has been established, the strength of the struc-
ture is known, and the next important step is to de-
termine whether the propagation of the main local-
ized macro-crack is fast or slow (think about 
possible positive effects of bridging by aggregates 
and/or fibres, or the effect of external confinement in 
the case of compression, see Van Mier (2009).  

There are consequences for handling size effects 
as well. Different concretes containing different 
amounts of coarse aggregates are shown to lead to 
distinct stage ‘A’ behaviour, see for example the 
analyses presented in Prado & Van Mier (2003). 
Here a detailed analysis of the pre-peak microcrack 
stage is needed in order to predict the peak strength. 
Obviously when the interplay of the various material 
phases in concrete, aggregate, matrix and interfacial 
transition zones leads to delayed pre-peak (stage 
‘A’) cracking, a higher load is achieved, whereas 
when the interplay is not effective the first crack will 
become immediately un-stable. Such differences 
lead to different size effects, and the type of material 
must somehow be taken into account. The best way 
will be detailed analyses of the fracture process, as 
for example attempted by Man (2009).  

6 CONCLUSION 

The main conclusion is that softening is a structural 
property and not a material property. Consequently 
each structure (or laboratory-scale test specimen) 
will have its own distinct softening curve. The frac-
ture process described via the LEFM-equations can 
be automatically retrieved from micromechanics-
based approaches that include the material structure 
and a simple meso-level fracture criterion. The 
amount of detail is of course much larger in micro-
mechanics models, which are elegant and simple, 
but both the interface-type models (for example, one 
of the earlier ‘numerical concrete’ models by Roelf-
stra et al. (1985)), and particle- or lattice-type ap-
proaches (Schlangen & Van Mier 1992, Lilliu & 
Van Mier 2003, Bolander et al. 1996) require sub-
stantial computational effort. Nevertheless, consider-
ing progress made over the past two decades the mi-
cromechanics approach will eventually completely 
overtake the mathematically-demanding LEFM 
method described in this paper. Continuum-based 
fracture mechanics approaches are ineffective in de-
scribing the fracture process, and are therefore not 

considered very useful and will likely become obso-
lete over time.  

This paper is rather philosophical, but reflection 
is critically needed. As an experimentalist I believe 
it would bear fruit if models are based on the actu-
ally observed fracture mechanisms and contain well 
defined parameters. The fracture process described 
in this paper is well documented by experiment, and 
should form the basis for any further development. 
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moisture permeability and it is a nonlinear function 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
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s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 
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