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ABSTRACT: Continuum mechanics originates with the linear elasticity model of Cauchy, developed in 1827. 
However, continuum mechanics fails when the displacement field becomes discontinuous and thus undiffer-
entiable, as is the case with strain-softening, cementitious materials. To compensate for the inability of con-
tinuum mechanics to model cracking behavior, the discipline of fracture mechanics was developed in the 
twentieth century. The cohesive crack model is currently the most commonly used fracture model for cemen-
titious materials. In 1998, the peridynamic (near-force) model was presented by Silling. In the peridynamic 
model, which is the logical extension of the cohesive crack model to the “cohesive particle model”, a nonlocal 
force interaction is assumed to take place between all pairs of infinitesimal particles within a neighborhood of 
finite size. The peridynamic pairwise force function completely defines the material behavior. The peridy-
namic model requires no derivative of the displacement field, and thus the displacement field need not be con-
tinuous. Therefore, cracks and other discontinuities can emerge unhindered as the solution progresses. Large 
deformations can be easily accommodated, as no kinematic strain assumptions need be made. This paper 
compares and contrasts the applicability of the peridynamic model and the continuum mechanics model to 
plain and reinforced concrete, and presents simulations and laboratory results of a lap-splice experiment. 

1 INTRODUCTION 

1.1 Background 

The peridynamic model has been presented and dis-
cussed in previous papers (Silling 1998, Silling 
2000, Silling 2002, Gerstle & Sau 2004, Gerstle et 
al. 2007a,b, Gerstle et al. 2005, Gerstle et al. 2007, 
Silling et al. 2007, Sau 2008). The basic premise of 
the peridynamic model is to describe material behav-
ior as nonlocal force interactions between infini-
tesimal particles. Because the particles are of infini-
tesimal size, these force interactions are described 
on a per-volume basis. Thus, the peridynamic pair-
wise force function acting between two particles has 
units of force per-unit-volume-squared. Particle mo-
tion is simulated by integrating all forces acting on 
each particle to determine, via Newton’s second law, 
the acceleration of the particle. Knowing the parti-
cle’s acceleration, its velocity and position are up-
dated using standard time-integration procedures. 

The peridynamic model is not simply a molecular 
dynamics (MD) model for the following reasons. In 
MD, forces between atoms are functions only of 
relative atomic positions. On the other hand, with 
peridynamics, forces between particles depend upon 
an initial reference configuration. Also, in MD, in-
ter-particle forces have no state, while in peridynam-
ics, “links” between particles may have state, such 

as plastic work or maximum prior tensile stretch. 
Also, peridynamics assumes a continuum material 
description of the reference configuration, while MD 
requires discrete atoms of finite mass. 

Likewise, peridynamics is not a meso-mechanical 
model. In meso-mechanical models, materials are 
modeled at a lower-level scale, such as at the level 
of aggregate and cement mortar, for example as by 
Cusatis, Bazant and Cedolin (Cusatis et al. 2003, 
Cusatis & Bazant 2006). In such approaches, the 
concrete is modeled as a lattice or discrete set of in-
teracting particles of finite size. The peridynamic 
model is not a particle or lattice model, because in 
the peridynamic model an infinite number of infini-
tesimal interacting particles are assumed. Although 
peridynamics may be discretized using particles, this 
discretization is not part of the peridynamic model, 
in the same sense that a finite element discretization 
is not a part of the continuum mechanics model. In-
deed, discretization convergence studies can be con-
ducted for both models. Convergence studies using 
meso-mechanical models, on the other hand, are dif-
ficult at best. 

1.2 Scope of paper 

This paper considers a difficult problem: computa-
tional simulation of a lap splice of two reinforcing 
bars embedded in concrete. This problem is difficult 



because the behavior of the lap splice is strongly in-
fluenced by the fracture behavior of the surrounding 
concrete. Failure may occur by slip of the rebars 
with respect to the surrounding concrete accompa-
nied by a zone of damaged concrete, which might in 
turn be surrounded by a combination of radial and 
longitudinal splitting cracks.  

In Section 2, the lap splice problem investigated 
in this paper is defined. In Section 3, methods of 
solving the lap splice problem using continuum me-
chanics are discussed. In Section 4, the peridynamic 
solution to the problem is presented. Section 5 pre-
sents the laboratory results from the lap splice test. 
Section 6 presents the summary and conclusions. 

2 LAP-SPLICE BENCHMARK PROBLEM 

Figure 1 shows the lap-splice problem considered in 
this paper. The pair of 12 in. (30.48 cm) long, 1” 
(2.54 cm) diameter ribbed Dywidag bars are lapped 
by 6” (15.24 cm), and protrude 3” (7.62 cm) from 
each end of a standard 6” (15.24 cm) diameter by 
12” (30.48 cm) long concrete cylinder. The bars are 
slightly eccentric to the specimen axis, as shown in 
Figure 1, and are separated by 0.5” (1.27 cm) clear 
distance. The Dywidag bars have a yield strength of 
75 KSI (517 MPa), and the concrete has a uniaxial 
unconfined compressive strength of f’c = 4 KSI 
(27.5 MPa), with 3/8” (0.95 cm) maximum aggre-
gate size. 

For simulation purposes, the following material 
properties are used for this benchmark problem: 

 
Steel: Young’s modulus E = 29000 KSI (200 GPa) 

Poisson’s Ratio: ν = 0.3 
Yield Stress: Fy = 75 KSI (517 MPa) 
Mass Density: ρ = 15.22 slug/ft

3
 (7850 kg/m

3
) 

Sound Speed: c = 15130 ft/s (4612 m/s) 
 

Concrete: Young’s modulus E = 3504 KSI (24.2 GPa) 
Poisson’s Ratio: ν = 0.22 
Tensile Strength: ft = 0.6 KSI (4.13 MPa) 
Mass Density: ρ = 4.50 slug/ft

3
 (2400 kg/m

3
) 

Sound Speed: c = 8310 ft/s (2533 m/s) 
Fracture energy: GF = 1.0 lb-in/in

2
  

(175.1 N-m/m
2
) 

 

A downward velocity of 7.87 in/s (0.2 m/s) is ap-
plied to the bottom end of the reinforcing bar pro-
truding from the bottom of the specimen and an 
equal upward velocity is applied to the top of the re-
inforcing bar protruding from the top of the speci-
men. The horizontal velocities of the 3” (7.62 cm) 
protruding ends of both reinforcing bars are pre-
scribed to be zero. 

 

 

Figure 1. Lap splice benchmark problem geometry. 

3 SOLUTION OF LAP-SPLICE PROBLEM 
WITH CONTINUUM MECHANICS 

Because the lap-splice problem is fracture-sensitive, 
nonlinear continuum mechanics without augmenta-
tion with fracture mechanics has no hope of success. 
By augmenting continuum mechanics with a discrete 
fracture model, such as the cohesive crack model, 
the problem could perhaps be solved if a sufficient 
number of discrete cracks could be nucleated and 
propagated, as for example by Ingraffea and his co-
workers (Carter et al. 2000). However, due to the 
large number of potentially interacting cracks at 
many size scales, the discrete crack approach seems 
unlikely to succeed. This paper poses the lap-splice 
problem as a challenge to discrete fracture mechan-
ics modelers.  

The problem can also be solved by continuum 
damage mechanics (Bazant 1991), using some form 
of a localization limiter in an attempt to correctly 
model the fracture energy. However, given the fact 
that damage is likely to be anisotropic and spatially 
inhomogeneous, most continuum damage mechani-
cal theories, with their limiting assumptions, are in-
sufficient to accurately model the problem. The 
problem of modeling interaction between the ribbed 
bar and the concrete, with a high degree of anisot-
ropy and spatial inhomogeneity, is particularly diffi-
cult for continuum damage mechanics.  

Complicating matters further is the fact that some 
of the cracking and damage is expected to progress 
dynamically, thus mandating a dynamic simulation 
capability. 

Nonetheless, using a nonlinear implicit transient 
dynamics approach, but without a localization lim-
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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∂

∂
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w
                              (2) 

 
The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



iter (except for the finite element size), an attempt 
was made to solve the lap splice problem using the 
commercial finite element code, ANSYS. The mesh 
employed is shown in Figure 2. Mirror symmetry 
boundary conditions are applied to the plane of 
symmetry to reduce the number of elements by a 
factor of two. ANSYS element solid65 was used to 
mesh the concrete and solid45 to mesh the steel bars; 
both are 8-noded brick elements, collapsed to tetra-
hedral elements. The stress-strain models for steel 
and concrete are similar to the material models de-
scribed in Section 4, used in the Emu analysis.  

 

 
Figure 2. Finite element mesh. 

 
Equal and opposite applied velocities of 0.2 m per 

second pulling the bars apart are applied. Figures 3, 
4, and 5 show the von Mises strain distribution 
drawn on the deformed shape at three different 
times. Note that at 0.0022 s, as shown in Figure 5, in 
addition to large strains along the concrete-steel in-
terface, a crack, evidenced by high strains, appears 
to be forming at the left-top of the concrete cylinder. 
Figure 6 shows a picture of concrete damage at 
0.0026 s. 

 

 
Figure 3. Von Mises strain distribution 0.0007 s. 

 
Figure 4. Von Mises strain distribution at 0.0014 s. 

 

 
Figure 5. Von Mises strain distribution at 0.0022 s. 

 

 
Figure 6. Concrete damage at 0.0026 s. 

 
In this problem, there were 19186 nodes, 99121 

elements, and 57558 degrees of freedom. The analy-
sis was performed on a single processor, and re-
quired 15 hours of CPU time. 

It is clear from Figure 6 that an area of localized 
damage has developed near the top of the specimen. 
Although this area is relatively smeared, it would 
probably have been more localized if the problem 
had been modeled using a finer mesh. 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  

 

( )
1

1
10

1
10

1
1

22.0188.0
0

,
1

−
⎟
⎠

⎞
⎜
⎝

⎛
−∞

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
⎟
⎠

⎞
⎜
⎝

⎛
−∞

−−+−

=

h
cc

g
e

h
cc

g
eGs

s
s
c

w

sc
K

αα

αα

αα

αα

 

(6)

 
 
The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



ANSYS does not support nonlocal continuum 
mechanics formulations, and therefore no attempt 
was made to perform a convergence study, as con-
vergence cannot be achieved using a local contin-
uum mechanics model. 

4 SOLUTION OF LAP SPLICE PROBLEM 
WITH PERIDYNAMIC MODEL 

4.1 Peridynamic model, EMU 

EMU (Silling 1998) was used to simulate the lap-
splice problem using peridynamics. The quasi-
cubical geometric region occupied by the steel and 
concrete is discretized with an array of equally-
spaced discrete particles. Particles contained within 
the steel regions are given the characteristics of 
steel, while particles contained within the concrete 
regions are given the characteristics of concrete. Par-
ticles not within a material region are discarded. 

The steel and concrete both possess the peridy-
namic pairwise force relations shown in Figure 7. 
With reference to Figure 7, the peridynamic con-
stants (indicated with a ‘) are calculated from macro 
material parameters using the following formulas: 

 

            
(from Aguilera 2008);

 
 

          
 (from energy considerations);

 
 

  
(micro yield is half of macro yield strain);

 
 

    
(from consideration of energy).

 
 

in which the material horizon, δ, is equal to 3.015 
times the grid spacing, indicating that each interior 
particle interacts with 122 other particles. 

To simulate the toughening effect of the ribs on 
the steel bars, the peridynamic force relation be-
tween concrete and steel particles is increased by 
setting the peridynamic bond force to three times the 
peridynamic force for concrete. Also the peridy-
namic bond strength of such bonds is set to three 
times the bond strength of concrete.  

To prevent the two rebars from “sticking” to-
gether, the peridynamic forces between the two bars 
are assigned to be null. 

Figure 8 shows the magnified deformed shapes at 
three simulation times. It is clear from the simulation 
that subsequent to crack nucleation and propagation, 
a number of fragments of concrete are splitting off 
of the specimen, ultimately allowing the top rein-
forcing bar to break off of the specimen. Note that 
the bottom portion of the top bar is also pulling out 
of the concrete specimen. 

Figure 7. Peridynamic pairwise force functions. 
 

This simulation was blind in that it was per-
formed before the laboratory test, described in Sec-
tion 5, was performed. 

4.2 Emu computational performance 

“Nano”, a linux cluster housed at the UNM Center 
for Advanced Research Computing, was used for 
our simulations. Nano is rated at 1300 GFLOPS, has 
one head node and 36 compute nodes, with two Intel 
Xeon 5140 2.33 GHz CPU’s per node with two 
cores per CPU, with Myrinet interconnect between 
the compute nodes.  

To date, EMU was used to solve the lap splice 
problem with a maximum of 493,344 particles, with 
various discretizations as shown in Table I. Figure 8 
shows damage and deformed shapes at three times in 
the simulation for the finest (493,344-particle) dis-
cretization. 

 
Table 1. EMU Grid and particle discretization of lap spliceproblem. 

Number of grid points 
x y z 

Grid spacing 
(m) 

Number of 
particles 

33 33 69 0.00500 73,355 
44 44 92 0.00375 185,314 
65 65 137 0.00250 493,344 

 

If the processor- communication overhead is 
small, the solution wall-time, T, is estimated as 

 

                       
Eq. 1

 
 

where K = 1.8x10
-4

 CPU-seconds per particle-time 
step 

P = number of CPUs 
N = total number of particles 
C = number of simulation time steps 

The number of time steps required to solve a 
peridynamic problem using EMU is dependent upon 
the time step size and upon the time required to ar-
rive at a static solution. 

 

f, N/m
6
 

bond ε’c ε’y 

1 

E’ G’ 

Linear in compres-
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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maximum amount of water per unit volume that can 
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



 
Figure 8. Undeformed (left) and deformed (right) shapes at 
three simulation times from peridynamic (EMU) simulation. 
Deformation is magnified by a scale factor of 50. Particles with 
more than 30% of peridynamic links being broken are dis-
played as black.  

Table 2. Computational Performance of Emu for lap splice 
problem. 

 
 

Assuming the simulation time, Ts, required to ar-
rive at a solution is equal to the highest natural pe-
riod of the initial system, and the time step size is 
approximately one-tenth of the lowest natural period 
of the system, one can predict how large a problem 
can be solved in a reasonable time (say, in 24 hours, 
using 32 processors). 

For solution stability, the time step is selected by 
EMU to be one-third the particle spacing divided by 
the maximum sound velocity. Thus, as particle spac-
ing, s, is decreased, time step, dt, decreases propor-
tionately. 

 

.          

Eq. 2

 
 
For reinforced concrete problems, modeled with a 

peridynamic grid discretization, one can, for exam-
ple, assume: 

grid spacing, s = 0.005 m (approximately the ag-
gregate size) 

number of processors, P = 32 
sound speed in steel, c = 4612 m/s 
simulation duration, Ts = 0.005 s 
solution time, T = 24 hours = 86,400 s  
 
Solving for the volume, V, of the problem 
 

 
 
The volume of the problem that can be modeled 

is roughly proportional to the number of available 
CPUs. If 8 processors are available, the maximum 
problem volume that can be modeled in 24 hours is 
0.0347 m

3
, or a cube approximately 0.33 m on a 

side. If 1000 processors are available, the volume 

 
t = 0.00072 s 

(a) 

t = 0.0014 s 
(b) 

t = 0.0022 s 
(c) 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k
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vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



that can be reasonably modeled in 24 hours is 4.34 
m

3
, or a cube approximately 1.6 m on a side. 
Aside from the time required for the computation, 

there is also the question of memory storage. With 
today’s hard disk capacity easily surpassing more 
than 100 Gbytes of storage, it appears that disk stor-
age is not a limiting factor; rather time of execution 
is the limiting factor. 

Thus, by using today’s massively parallel com-
puters, it is possible to model 3D reinforced concrete 
components of significant size (such as parts of 
beams and columns, and connections) using the pe-
ridynamic model. However, modeling entire build-
ings or bridges using peridynamics is not currently 
feasible. 

5 LABORATORY TESTING  

Laboratory experiments were performed after the 
peridynamic simulations were concluded in order to 
evaluate the predictive value of the simulations. 
Three concrete cylinders with embedded, lapped, 
Dywidag bars, with geometry as shown in Figure 1, 
were cast from 4000 psi Quick-Crete Redimix, along 
with six 4” (10.16 cm) diameter by 8” (20.32 cm) 
long concrete cylinders for determination of uniaxial 
tensile compressive strength, f’c. Three of the com-
pression cylinders were tested at 7 days after casting, 
and f’c was found to be 2837 PSI with a standard 
deviation of 190 PSI.  

 

 
Figure 9. Photographs of lap-splice specimens. 

The lap-splice specimens were also tested seven 
days after casting in tension under stroke control. 

The crack patterns of all three specimens were 
approximately identical: two or three longitudinal 
splitting cracks with each crack approximately co-
planar with the axis of the concrete cylinder, as 
shown in Figure 9. The cracks were observed to ini-
tiate at the tops of the specimens, as was predicted 
by the simulations. The load-displacement curves up 
to failure are shown in Figure 10. 

The crack patterns from laboratory testing are 
somewhat different than the peridynamic simulation 
results. These results are currently not fully under-
stood. The laboratory tests were loaded much more 
slowly, at 1x10

-6
 m/s, than the simulations, in which 

the loading rate was quite dynamic, at 0.2 m/s. The 
difference in loading rate may be one reason for the 
differing failure modes. Running the simulation at 
the rate that the laboratory test was conducted is not 
feasible using EMU, due to the required small time 
steps. Also, shrinkage and creep effects were not in-
cluded in the ANSYS and EMU simulations. 
 

 
Figure 10. Force vs. Displacement from Laboratory Tests. 

6 CONCLUSIONS 

Although the research in 3D peridynamic modeling 
of reinforced concrete is in its infancy, there are 
many potential advantages in using the peridynamic 
approach to model quasibrittle cementitious materi-
als like concrete. 

The peridynamic model is the logical extension of 
the cohesive crack model, where, rather than cohe-
sive surfaces, there are cohesive particles. 

While it is true that continuum mechanics has 
been very successful for modeling elasticity and 
plasticity, continuum damage mechanics has not 
been as successful. The reason is that damage inher-
ently localizes, and without a localization limiter, it 
is not possible to obtain a converged solution using 

(b) 

(d) (c) 

(a) 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



local continuum mechanics concepts. While many 
researchers have developed nonlocal continuum me-
chanics formulations, it is far more direct to avoid 
making an assumption of continuous displacements 
in the first place. 

Overall, a reasonably successful simulation of a 
lap spice was created using EMU. While the solution 
is not perfectly in alignment with the laboratory re-
sults, some features later observed in the laboratory 
were well simulated. Specifically, in both the simu-
lation and in the laboratory, cracks formed, resulting 
in a fragmented specimen, which allowed the rebar 
to pull out. Although the fragments observed in the 
simulation do not match the character of the frag-
ments observed in the laboratory very well, by de-
veloping better peridynamic constitutive models (in-
cluding shrinkage, rate and history effects), it will be 
possible to better simulate reinforced concrete prob-
lems in the future. 

 This paper has shown that by using EMU, prob-
lems of significant size can be simulated, but mas-
sively parallel computers are required at present for 
simulating 3D problems. 

The lap splice problem posed is a challenging 
benchmark problem, and the authors would like to 
see other researchers apply their simulation tech-
niques to it. 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 

 

( ) s
s

s

vg
kc

c

c

vg
k

sc
G αααα +=,
1

                 (5) 

 
where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 
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