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ABSTRACT: It has been observed in experiments that crack propagation in concrete is influenced by time-
dependent mechanisms, not only for dynamic cases but also in quasi-static load regime, where inertia and 
wave effects are negligible. Those mechanisms introduce a time scale, due to the rate of loading and/or load 
duration (sustained load). The specific fracture energy and the peak load were observed to undergo increases 
as the loading rate increases. Accordingly, to study this rate effect, we develop a viscous-cohesive law en-
dorsed with a viscous term dependent on the crack opening rate in a finite element smeared-crack-tip frame-
work. The model is then adopted to simulate experimental results of prismatic HSC notched beams, tested in 
three-point bend (TPB) configuration, where five loading rates (ranging from 10

-5
 mm/s to 10

1
 mm/s) were 

employed for each set of specimens. Experimental observations are discussed and compared with numerical 
results obtained by the developed viscous-cohesive model. It seems that numerical simulations shows good 
resemblance with experiments, particularly for peak load. The model has been used also to perform a para-
metric study, pointing model trends on peak load and fracture energy. 

1 INTRODUCTION 

Similar to the viscoelastic behavior of the bulk mate-
rial, crack propagation in quasibrittle materials like 
concrete is influenced by time-dependent mecha-
nisms, apart from temperature and moisture content, 
not only for dynamic cases but also in quasi-static 
load regime (Gettu & Bažant 1990, Reinhardt & 
Weerheijm 1991, Bažant & Gettu 1992, Rossi et al. 
1992,1994, Bažant & Jirásek 1993, Bažant & Li 
1993, Bažant et al. 2000, Brara & Klepaczko 2007, 
Ruiz et al. 2008, Zhang et al. 2009), where wave and 
inertial effects are negligible (e.g., the case of crack-
ing in massive concrete structures like dams). 

Time-dependent mechanisms introduce an addi-
tive time scale, due to the rate of loading and/or load 
duration (sustained load), such as the specific frac-
ture energy GF

 
experiments an increase with the 

increase of the rate of loading. In this context, the 
material response undergoes a strengthening and the 
time-independent crack criterion, such as the Ficti-
tious Crack Model (FCM) and the increase of the 
energy release rate with the structural size increase, 

which induces a size effect, describes the fracture 
behavior just on its simplest manifestation. 

In order to simulate this loading-rate influence 
(rate effect) observed in the experiments performed 
at those relatively low loading rates (no inertial and 
waves influence), we propose a rate dependent cohe-
sive model (a viscous cohesive relation) imple-
mented in a finite element smeared crack tip frame-
work (Planas 1986, Planas & Elices 1991, 1992, 
1993, Bažant 1990, Bažant & Beissel 1994, Ruiz 
2001, Bažant & Zi 2003), so that the nonlinear solu-
tion is sought from a triangular system of equations 
obtained by superposing linear elastic fracture me-
chanics (LEFM) cases. The proposed viscous cohe-
sive relation couples a viscous parameter, as a func-
tion of crack opening rate ( w� ), to Hillerborg’s 
fictitious crack propagation to represent a viscous-
cohesive fracture process zone (FPZ) in an elastic 
bulk material.  

The paper is organized as follows. In Section 2, 
we present the proposed viscous-cohesive law with 
an explanation of the established hypothesis and the 
calculation procedure. The essential of the experi-
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mental program is depicted in Section 3. Calcula-
tions are presented in Section 4 and validated against 
experimental results of prismatic HSC notched 
beams, tested in three-point bend (TPB) configura-
tion according Ruiz et al. (2008), in which five load-
ing rates, ranging from 10

-5
 mm/s to 10

1
 mm/s, were 

employed for each set of specimens. Conclusions are 
drawn in Section 5. 

2 THE RATE DEPENDENT COHESIVE MODEL 

2.1 The viscous cohesive relation 

To take into account the rate effect on quasibrittle 
fracture, we propose a viscous cohesive-law 
( ),( ww �σ ) dependent on crack opening (w ) and crack 
opening rate (w� ), as follows  
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where wo is a normalization parameter, n, named in-
dex of rate dependence, is a nondimensional con-
stant that describes the degree of viscosity of the 
material. The function f (w) defines a general static 
cohesive law. The case of f (w) being bilinear is rep-
resented by the dashed line in Figure 1. In Figure 1 
the bilinear continuous lines represent possible vis-
cous-cohesive paths as a projection at the nondimen-
sional σ/ft

s
 vs. w/wch plane defined by the viscous 

cohesive function ( , )w wσ � . As shown in Figure 1, a 
viscous-cohesive crack initiates when the stress at 
crack tip reaches the material tensile strength, ft

s
, 

considered as static, evolving to a critical crack 
opening value (wc = 22.9 × wch in our simulations ) 
in such a way that crack faces are not able to un-
dergo stresses, i.e., no stress transfer across the crack 
occurs for w ≥ wc. Note that wch = G

s
F / ft

s
 is the char-

acteristic crack opening and G
s
F is the fracture en-

ergy, considered as static. The area for 0w→�  
(shaded area above the dashed line in Fig. 1) repre-
sents G

s
F. The areas above the continuous lines rep-

resent the apparent fracture energy GF measured as a 
function of loading rate. 

2.2 Calculation procedure: the smeared crack tip 
framework 

The rate-dependent cohesive law in Equation (1) is 
implemented in the framework of the finite element 
smeared crack-tip method (Planas & Elices 1991), 
which simulates a path defined Mode I cohesive 
fracture as a superposition of a series of stress-free 
crack in a linear-elastic body (Fig. 2). In this way the 
nonlinear fracture response of HSC specimens is 
written as the sum of N elastic cases corresponding 

to N different crack lengths, each one with a stress-
free crack with its tip at node j (j = 1,2,…,N) and an 
external incremental load ( P j∆ ) (Fig. 2). 

 

 
Figure 1. A bilinear rate-dependent cohesive law. 

 

 
 
Figure 2. Illustration of  the calculation procedure. 

 
The distributions of nodal stresses (σ i ), nodal 

crack openings ( wi ), the total external load ( P ) 
and the total displacement ( δ

 
) under the load-

point can be evaluated by the following equations: 
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where: Cj , Rij and Dij are coefficients denoting, re-
spectively, the displacement of the load point, the 
nodal stress and the crack opening at a node i when 
a external unit force is applied with a crack reaching 
node j (see, Fig. 2). Those coefficients can be ob-
tained through a coefficient matrix M, known a pri-
ori through any commercial finite element code. 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



By imposing the boundary conditions and consid-
ering the viscous-cohesive law in Equation 1, the 
nodal stresses (σ i ), the nodal crack openings ( wi ), 
the total external load ( P ) and the total displace-
ment ( δ

 
) of the load-point (Equations (2) - (5)) 

can be addressed by solving iteratively the nonlinear 
system of m - e + 1 equations given by Equation (6) 
as follows: starting from an estimate, at an iterative 
stepα  of the incremental load P

jP j ∆=∆
α  in the 

right-hand side and solving for a better estimate 

P j∆
+1α from the left-hand side. 
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In the above equation the nodal crack opening ve-

locity ( wi� ) is obtained through the rate relation: 
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where a dot superscript denote a time derivative; in-
dex j corresponds to variables at loading step j and 
δ�  is the loading applied rate. 

3 EXPERIMENTAL PROGRAM 

3.1 TPB tests and material characterization 

As aforementioned, we validate the current model 
against the experimental results performed on 
notched HSC concrete beams in TPB configuration, 
according to Ruiz et al. (2008). All of the calcula-
tions have been performed using the geometry di-
mensions shown in Figure 3. The HSC notched 
beams were tested following, essentially, the 
RILEM (1985) recommendations and improvements 
devised by Guinea et al. (1992), Planas et al. (1992), 
Elices et al. (1992, 1997). 

 

 
Figure 3. TPB configuration and geometric dimensions. 

 
 Independent tests were performed to character-

ize the high strength concrete (HSC) used in the ex-
periments. The main properties and fracture parame-
ters of the hardened HSC are summarized in Table 
1. Measured mean values and standard deviation are 

also shown. Note that the static value of the apparent 
fracture energy, GF = G

s

F, considered as a true mate-
rial property, was obtained by curve fitting of ex-
perimental data from the mean values of the specific 
fracture energy calculated for each set of specimens 
subject to the same applied loading rate. Five differ-
ent loading rates were applied from a quasi-static 
level (1.74 × 10

-5
 mm/s and 5.50 × 10

-4
 mm/s) to a 

highest level (1.74 × 10
-2

 mm/s, 5.50 × 10
-1

 mm/s 
and 1.74 × 10

+1
 mm/s). In addition, four specimens 

for each loading rate were employed during the 
tests. 

 
Table 1. Hardened HSC mechanical properties. 

 *

Ec  
**s

f t  
***s

G
F

 
****
ch�  *****

H
β  

 GPa MPa N/m mm - 

Mean 33.9 5.2 128 160.5 0.62 
Std 1.2 0.5 - - - 

*Cylinder axial compression tests. 
**Splitting cylinder (Brazilian) tests. 
***Obtained by curve fit of experimental data. 

****
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FEcch
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D

H
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4 NUMERICAL RESULTS AND DISCUSSION 

4.1 Numerical validation  

A bilinear viscous cohesive representation shown in 
Figure 1 is adopted to validate the calculations. 

The matrix M coefficients were computed by a 
finite element model with six-node triangular ele-
ments using ANSYS

®
. The middle section was dis-

cretized into 100 equal divisions (i.e., N=100 in Fig-
ure 2).  

 

 
 

Figure 4. Curve adjust and comparison between predicted and 

experimental results at different load loading rates. 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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= age-dependent sorption/desorption isotherm 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k
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s
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maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



 

 

(a) 

 

(b) 

 

(c) 

 

 

(d) 

 

(e) 

Figure 4. Load-displacement curves for the five loading rates 

applied in the tests. 

 

The rate dependent index, n = 0.16, was obtained 
through curve fitting of the experimental non-
dimensional peak load as a function of the loading 
applied rate. Subsequently the parameter w�ο = 9.65 
× 10

−2
 mm/s was computed in a inverse manner by 

curve fitting with a predefined value of n . 
The comparison between numerical and experi-

mental values for peak load is shown in Figure 4. 
Almost perfect agreement is shown for peak loads.  

The comparison between complete load-displace-
ment curves is shown in Figure 5 for the five loading 
rates applied in the tests. We observe that the pro-
posed numerical model faithfully reproduces the ex-
perimental results. 
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The proportionality coefficient D(h,T) is called 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k
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vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



4.2 Parametric study  

Figure 5 shows the nondimensional load (2P/BDft
s
) 

vs. the nondimensional displacement (δ/wch) curves 
for a large range nondimensional loading rates 
( /wδ� � o) and n  = 0.15. As expected, it is clear a reg-
istered increase on the peak load for nonzero loading 
rate cases when compared with the corresponding 
static values (dashed line in the figure). Comparing 
static and nonzero loading rate results, we can con-
clude that rate effect induces a slightly more brittle 
behavior, dictated by a slightly higher relative dis-
placement at peak.  

 

 
Figure 5. Nondimensional load vs. nondimensional displace-
ment curves for n = 0.15. 

 
Figures 6(a) and 6(b) point out the model trends 

on peak load and fracture energy, respectively, by 
different values of n  and increasing loading rate. 
As seen in these figures, peak load and fracture en-
ergy increase monotonically with an increasing load-
ing rate. It is noteworthy that for a higher value of 
the index n (n = 0.60 in our example) the peak load 
and the apparent fracture energy are almost constant 
in an extent range of loading rates. Since n is a non-
dimensional parameter that describes the degree of 
viscosity of the bulk material, it is probably related 
with the presence of water activity in the material 
porous network and fracture energy can be consid-
ered as a rate independent parameter only for a cer-
tain range of applied loading rate and for a certain 
free water content in the material pores. 

5 CONCLUSIONS  

We have presented a rate dependent cohesive model 
in the framework of a finite element smeared-crack-
tip method. The methodology is validated against 
high strength concrete (HSC) beams in a three-point 
bend (TPB) test configuration. A parametric study 

 
(a) 

 
(b) 

Figure 6. Nondimensional peak load and nondimensional work 
of fracture per unit area vs. the nondimensional loading rate for 
different values of n . 

 
had also been realized to demonstrate how the pa-
rameters related with the time dependent model re-
flect the fracture response of the material.  

Based on the findings of this research, the follow-
ing conclusions can be drawn: 

-  The numerically obtained results match very 
well the experimental ones, particularly with 
respect to the maximum load, for the several 
loading rates used in the tests; 

-  The model can explicitly represent peak load 
and fracture energy dependence on the load-
ing rate: both quantities increase as the load-
ing rate increases; 

-  Numerical results obtained show that the 
model, despite its simplicity, provides a gen-
eral approach that reflects the experimentally 
documented fact that the crack growth and 
fracture process depends on loading rate.  

-  As pointed out by numerical and experimen-
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
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= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



tal comparisons, the model seems promising 
and it further refinements can probably im-
prove predictions on rate effect. 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k
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vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 
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