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ABSTRACT: The nonlinear behavior of concrete when loaded monotonically through a quasi-static loading 
process is associated to the nucleation and growth of micro-pores and micro-cracks in small regions. This lo-
calized degradation of the mechanical properties culminates in material failure in form of strong discontinuity 
(discontinuity of the displacement field) or crack. One of the greatest efforts of the last decades in the field of 
the computational mechanics corresponds to the development of efficient and robust strategies to simulate 
discontinuities formation and propagation using the Finite Element Method. In the smeared crack models, the 
strong discontinuity associated to the crack is spread throughout the finite element. As well known, the conti-
nuity of the displacement field assumed for these models is not compatible with the real discontinuity. De-
spite this, this type of models has been extensively used due to its relative computational simplicity provided 
by treating cracks using a continuum framework, as well as due to the reported good predictions of the struc-
tural behavior of reinforced concrete members. On the other hand, the embedded crack model is able to de-
scribe the effects of real discontinuities (cracks), by enriching the displacement field in the interior of each fi-
nite element crossed by the crack paths. This paper presents a comparative study between the abilities of these 
two models to predict the mechanical behavior of reinforced concrete beams. Structural responses, crack pat-
terns, rebars and concrete stresses, predicted by both models are compared with experimental results from lit-
erature. 

1 INTRODUCTION  

In the evolution of the nonlinear analysis of rein-
forced concrete structures using the Finite Element 
Method (FEM), the Scordelis’ pioneer work in the 
1960’s defined concepts and criteria to be followed 
by the research community in this area. From the 
many contributions of Prof. Scordelis, this paper ad-
dresses the classic laboratory tests of twelve rein-
forced concrete beams (Bresler & Scordelis 1963) 
developed with the objective of investigating the 
critical shear behavior of the beams and also produc-
ing experimental results to support numerical devel-
opments in finite elements. These beam tests were 
considered as a classic series by the scientific com-
munity. Since then, these results were used inten-
sively as reference data for calibration and verifica-
tion of numerical models for reinforced concrete 
structures using the FEM.  

Recently, in 2004 (Vecchio & Shim 2004), an-
other experimental program developed in the Uni-

versity of Toronto, in Canada, reproduced the classic 
tests of RC beams, tracking the post-peak behavior 
by means of force-displacement curves. This paper 
describes the numerical modeling of those beams us-
ing smeared crack model and embedded crack 
model. Another significant contribution for the crack 
modeling was accomplished by (Ngo & Scordelis 
1967). Although simple model, it represents a step 
ahead in the field of computational development for 
the simulation of cracks in concrete structures. 

In a previous paper (Gamino & Bittencourt 2007) 
the authors reported a FEM simulations of numerical 
evaluation of plastic rotation capacity in R/C beams 
using commercials codes and an implementation of a 
smeared rotating crack model. This paper presents a 
comparative study between the abilities of a smeared 
rotating crack model and an embedded crack model 
to predict the mechanical behavior of reinforced 
concrete structures. 
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2 SMEARED CRACK MODEL 

Coupled with the model of physical integrity, a 
model of rotating smeared crack was implemented. 
The cracking criterion compares the tensile stresses 
(from Ottosen’s model 1977) in the Gauss points 
with the material tensile strength. After the onset of 
the first crack, a linear softening model was used 
(Figure 1). More details can be seen in Gamino et al. 
(2007) and Gamino et al. (2009). Using a linear sof-
tening model in tension, the crack opening can be 
obtained through: 

 

hw
crcr

ε=  
                              (1)

 
 

where: cr

w = crack width, cr

ε = crack strain and h = 
crack band width. 

 

 
Figure 1. Linear softening model. 

 
The crack opening displacements were computed 

from the crack strains, which depend on the failure 
models adopted for the concrete and the steel rein-
forcement. The used reinforcement ratios influence 
the stress level in the tensile portion of the structure, 
and thus the crack opening displacements. There-
fore, crack opening displacements decrease as the 
reinforcement ratio increases. Crack opening dis-
placements depend also on the tension-softening 
model adopted. The deformations in concrete can be 
obtained through: 
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where:
e

ε  = elastic strain vector obtained from elas-
tic matrix and 

cr

ε  = crack strain vector obtained 
from the contribution of the concrete’s degradation 
process. 

The total strain vector ε  in concrete can be ob-
tained by: 
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where A  is the finite element area, 
i
x  and 

i
y  

are the nodal coordinates. 
The angle α  in Figure 2 indicates the direction 

of the of the principal strain vector. Crack propa-
gates in the perpendicularly to this direction (Jirásek 
& Zimmermann 1998): 
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Figure 2. Crack propagation direction. 

3 EMBEDDED CRACK MODEL 

In embedded representation the crack formation 
zone is modeled by introducing a very thin interface 
band into the finite element, whose behavior is de-
scribed by a continuum damage constitutive model, 
in the context of the Continuum Strong Discontinu-
ity Approach (CSDA), proposed by Oliver and col-
laborators (Oliver et al. 1999, Oliver 2000, Oliver et 
al. 2008, Manzoli & Shing 2006, Manzoli et al. 
2008). The damage model criterion is based on the 
concrete tension strength, 

t
f  and the softening law 

provides energy dissipation compatible with the 
concrete fracture energy, fG . 

Although dealing with a continuum constitutive 
stress-strain relation at the interface, it can be shown 
that this is equivalent to an approach using a discrete 
(cohesive) constitutive relation, involving displace-
ment jumps and stresses (Oliver 2000). 

Figure 3 illustrates a linear finite element with 
three nodes and two-dimensional domain Ωe, 
crossed by a discontinuous interface Se, that divides 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 

 

( ) ( )
( )

( ) ( )
⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−

−
∞

+

−
∞

−=

11
10

,
1

                            

1
10

1
1,

1
,,

h
cc

g
e

sc
K

h
cc

g
e

sc
G

sc
h

e
w

αα

αα

αα

αααα

 (4) 

 
where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



the element in two parts isolating node 1 from the 
others. 

 

 
Figure 3. Finite element with embedded discontinuity. 

 
 
A damage constitutive model has been used for 

the interface (Cervera et al. 1996). The unitary vec-
tors n={nx, ny}

T
 and m={mx, my}

T
 are normal to in-

terface and to the isolated node opposing side, re-
spectively, in accordance with the local system of 
cartesian reference (x, y) with the axis “x” parallel to 
the opposing side of the isolated node. More details 
can be found in (Manzoli & Shing 2006). The pres-
ence of the discontinuity provides a relative dis-
placement of the isolated node: 
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where ⎡ ⎤⎣ ⎦u is the displacement discontinuity vector. 
The nodal displacements produced by the disconti-

nuity reflect the relative rigid-body motion between the 
two parts of the finite element. Therefore, when deter-
mining the strains ε={εx, εy, γxy}

T
 from the element 

nodal displacements, the component of the nodal dis-
placements associated to the discontinuity, di, must be 
subtracted from the total displacements, Di: 
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where B  is the standard finite element strain-
displacement matrix. 

The strain crack vector is given by: 
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where M is the matrix casting the components of the 
vector m and le is the distance between the isolated 
node and its opposite side (see Figure 3). 

Finally, the explicit stiffness matrix of the ele-
ment with incorporated discontinuity becomes: 
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where C  is the interface tangent constitutive ma-
trix, k is the interface bandwidth and  
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4 COMPUTATIONAL MODELING 

The OA3 beam by Bresler & Scordelis (1963) 
shown in Figure 4 has been used to validate the im-
plemented crack models. 

 
 

 
 

Figure 4. Test setup for OA3 beam tested by Bresler & Scorde-
lis (1963). 

 
 
The concrete and steel material properties used in 

the numerical simulations are: 
- concrete: Young’s modulus 22,300 MPa, Pois-

son ratio 0.15, compressive strength 37.6 MPa, ten-
sile strength 3.0 MPa and fracture energy in mode-I 
0.075N/mm.  

- rebars: Young’s modulus 218,000 MPa, Poisson 
ratio 0.30 and yield strength 555 MPa. 

The Figure 5 shows the load-displacement curves, 
Figure 6 shows the load-axial strain curves (experi-
mental and numerical) corresponding to the steel 
bottom reinforcement, Figure 7 shows the crack pat-
tern and Figure 8 shows the crack width obtained 
from the implemented rotating smeared crack and 
embedded crack models. 
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Figure 5. Load-displacement curves obtained for OA3 beam 
tested by Bresler & Scordelis (1963). 

Proceedings of FraMCoS-7, May 23-28, 2010

hThD ∇−= ),(J                             (1) 
 

The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  

 

J•∇=
∂

∂
−

t

w
                              (2) 

 
The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 

 

nsc
w

s

e
w

c

e
w

h
h

D
t

h

h

e
w

&&& ++
∂

∂

∂

∂

=∇•∇+
∂

∂

∂

∂

− αα

αα

)(

    

(3)

 
 

where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 
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where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 
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Figure 6. Load-strain curves to bottom reinforcement steel ob-
tained for OA3 beam tested by Bresler & Scordelis (1963). 

 

 

smeared              experimental 

 

 

embedded             experimental 

 

Figure 7. Crack patterns obtained for OA3 beam tested by 
Bresler & Scordelis (1963). 

 

 

 

Crack width in “mm”: smeared crack model 

 

 

Crack width “mm”: embedded crack model 

 

Figure 8. Numerical crack width obtained for OA3 beam tested 
by Bresler & Scordelis (1963). 

 

 

Considering overall results, good correlation was 
obtained between the numerical response and ex-
perimental results from Bresler & Scordelis (1963) 
(displacements calculated with smeared or embed-
ded crack models were particularly close to those 
from the experimental tests). 

In experimental tests a maximum crack width 
0.35 mm was obtained, while 0.30 mm was obtained 
using a smeared crack model and 0.48 mm using an 
embedded crack model. In a general manner the nu-
merical results, in terms of crack opening, crack pat-
terns, displacements and axial strain in bottom steel 
reinforcement, for the modeled beam were reason-
able. 

5 CONCLUSIONS 

This work attempted to reproduce numerically a 
classic test of reinforced concrete beam in order to 
validate two formulations for the crack representa-
tion. The following conclusions can be drawn: 
 
� In a general way, good correlation was obtained 

between the numerical response and the experi-
mental observations of (Bresler & Scordelis 
1963) for the OA3 beam (displacements calcu-
lated with smeared or embedded crack models 
were particularly close to those from the experi-
mental tests); 

� In experimental tests a maximum crack width 
0.35 mm was obtained, while 0.30 mm was ob-
tained using a smeared crack model and 0.48 mm 
using an embedded crack model; 

� In a general manner the crack patterns and axial 
strain in bottom steel reinforcement for the mod-
eled beam were reasonable. 
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Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 
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