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ABSTRACT: This paper presents the rate dependent fracture behaviors of concrete with different loading 
rates. The volume of concrete is discretized by an irregular lattice of rigid-body-spring elements, and the rate 
dependency is considered in the viscoplastic framework. The dynamic strength increase is obtained from the 
direct tensile test, and the viscoplastic properties are calibrated through comparisons with the experimental 
data. The flexural tests are performed with three-point-bending specimens under mixed-mode fracture and the 
effect of loading rate on the fracture pattern is achieved at slow and fast loading rates. The results of mixed-
mode beam tests indicate that the fast loading could bring about the increase of strength and diagonal tension-
shear failure contrast to flexural failure at the slow rate of loading. This study provides quantitative and quali-
tative understandings of the dynamic fracture under different loading rates

1 INTRODUCTION 

Effects of dynamic loading on strength of materials 
have been reported in many experimental research 
results (Ross et al. 1989, Malvar & Ross 1999). Es-
pecially in concrete materials, the dynamic re-
sponses of materials are not only involved with 
strength but also accompanied with the cracking fea-
tures (John & Shah 1990), which can be varied with 
different loading rates. Conventional numerical ap-
proaches have been adopted to simulate the dynamic 
increase of strength, but they have limitation to de-
scribe the cracking features during the fracture proc-
ess. The distinct element method (DEM) and mo-
lecular dynamics (MD) can be instanced mostly as 
discrete model approaches where a material domain 
is considered as the assembly of elementary particles 
held together by interacting forces. As a macro-
scopic model, the former has been adopted to simu-
late the fracture process under highly dynamic load-
ings and grasp an interpretation of the characteristics 
(Masuya el al. 1994). Although this model has a re-
spectable advantage to simulate the dynamic fracture 
over the usual frameworks of continuum mechanics, 
modeling with simple (spherical) particles gives dif-
ficulties to describe realistic material compositions. 
The latter, a microscopic and direct method of 

analysis, has been recently attempted to understand 
the fundamental fracture mechanism (Wagner et al. 
1992, Kim et al. 2008). The MD is based on basic 
rules in physics, and does not require experimentally 
precedent parameters. However, they should bear 
scale problems such as huge expenditure of compu-
tational resources for practical-size simulations. 

In this study, the dynamic fracture behavior of 
concrete is simulated using rigid-body-spring net-
work (RBSN) model (Bolander & Lim 2008). The 
material is modeled with the lattice of irregular cells 
interconnected by spring sets. Energy consuming 
mechanism is implemented in the elemental level 
during the fracture process (Bolander & Saito 1998, 
Berton & Bolander 2006), and the framework of 
Perzyna viscoplasticity is adopted in order to con-
sider the rate dependency. 

Numerical simulations are performed for the di-
rect tensile test at various rates of loading. The 
strength increase effect is accomplished with the dy-
namic increase factor (DIF), the ratio of dynamic 
strength to the strength at static loading rate. The 
viscoplastic parameters are calibrated by comparing 
the DIFs with the results from the previous experi-
mental research (Ross et al. 1989). Next, the rate ef-
fect on the failure mode is investigated through the 
location of crack paths in flexural beam test. The 
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specimen is under three-point-bend loading and a 
notch is offset from the midspan according to the 
fracture mode (mixed-mode). This paper discusses 
the numerical investigation of the effect of fast load-
ing on the concrete fracture and gives a comprehen-
sive description of failure mechanisms with different 
loading rates in meso-macroscopic frameworks. 

 
t

n

k
φ k

t

k
n

 
Figure 1. Spring set between two cells and the local coordi-
nate. 

2 NUMERICAL METHODOLOGY 

2.1 Modeling of concrete fracture 

The material is modeled by the RBSN, an assem-
blage of rigid cells interconnected along their facets 
with spring sets. The domain is discretized with the 
Delaunay-Voronoi dual tessellation to define the lat-
tice topology. The spring set represents two transla-
tional and one rotational deformations in the local 
coordinate system n-t-φ  as shown in Figure 1. The 
stiffness coefficients are calculated from the elastic 
properties of continuum and lattice geometries in a 
systematic manner. 

Concrete fracture is described by imposing the 
damage variable to the stiffness of the spring accord-
ing to the simple breaking rules. The constitutive re-
lationship with tension softening is introduced to de-
fine the fracture process of the spring in n-direction 
of Figure 1. It is assumed that the compressive be-
havior is linearly elastic. For the tangential spring, 
the Mohr-Coulomb type failure criterion is applied 
to consider the fracture when the stress is over the 
yield surface. The yield surface is changed depen-
dently as the normal spring is damaged. The damage 
variable is evaluated by the ratio of envelop stress 
on the criterion surface to the over-stress. 

2.2 Time integration methods in dynamic problems 

The kinematic trajectories of cells are computed by 
the explicit time integration schemes. In this study, 
Beeman’s algorithm is used for calculating the dis-

placement and velocity vectors at every time step. 
However, at the initial step, the velocity Verlet algo-
rithm is applied since the Beeman’s algorithm needs 
the previous acceleration vectors during the integra-
tion. Both two algorithms are generally used in the 
MD simulations (Kim et al. 2008). 

The verification of the accuracy of the numerical 
model is conducted through the simulation of 1-D elas-
tic wave propagation problem. A bar in length of 1000 
mm is discretized with 500 square cells as depicted in 
Figure 2a. The incident displacement wave is applied 
at the leftmost cell initially and the rightmost cell 
has a constraint to be fixed. The material properties 
are assigned as normal concrete; the elastic modulus 
E =21.3 GPa, and the density ρ =2018 kg/m

3
. 

Figure 2b shows the longitudinal displacements 
of all cells at t = 0.2, 0.3, 0.35, and 0.5 ms. The di-
rection of the reflected wave at the right boundary is 
reversed as a natural result. From the wave travel-
ling distance versus the elapsed time, the wave ve-
locity is estimated as 3246.7 m/s. This value is ap-
proximately agreed with the analytical wave velocity 
α =(E ρ )

0.5
=3248.8 m/s. 
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(a) Mesh discretization and boundary conditions 
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(b) Displacement distributions along the bar 

Figure 2. 1-D elastic wave propagation by an incident wave. 
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Figure 3. Rheological model with viscoplastic elements. 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



2.3 Viscoplasticity 

Figure 3 depicts the schematic drawing of the 
rheological model. A spring for one degree of free-
dom has a connection in series with the viscoplastic 
elements. Here, the damage variable ω  (0 1ω≤ ≤ ) 
is increased as the spring is fractured, and the stiff-
ness of the spring is degraded by updating the dam-
age variable. The viscoplastic strain contribution is 
described according to the Perzyna formulation. 
When the failure criterion is violated, i.e. when the 
yield function 0f ≥ , the viscoplastic strain rate is 
expressed as 
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where 

tv
f  represents the yield stress. The visco-

plastic relaxation time is derived by Eτ η= , and 
the fitting parameter 1N ≥ , a real number. 

The viscoplasticity describes the strength increase 
under dynamic loadings, which is associated to the 
micro-cracking process (Pedersen et al. 2008). 
Moreover, the retardation effect due to relaxation in 
the model could represent the change of fracture pat-
terns as the loading rate varies. In section 3 and 4, 
the phenomena due to the rate dependency will be 
expressed through the simulations of the direct ten-
sile tests and the flexural beam test. 

3 DIRECT TENSILE TEST 

The framework of the numerical analysis is applied 
to the simulation of the direct tensile test. The objec-
tive of the test is to evaluate the dynamic strength 
increase and calibrate the viscoplastic properties in 
Equation 1. A rectangular domain in dimensions of 
100 mm by 50 mm is modeled with 140 cells. Figure 
4 shows the discretized material specimen and the 
boundary conditions. The cells on the right boundary 
are loaded by force control while the leftmost cells 
are fixed. The loading rate is configured according 
to the simple elastic relationship for strain rate as 

Eε σ=� �  (Siregar et al. 2007). The stress is evalu-
ated by measurement the reaction at the fixed 
boundary during the simulation, explicitly. The test 
is performed for 4 cases of strain rate, 10

-2
, 10

0
, 10

1
, 

and 10
2
 /s. 

The increase of tensile strength is estimated with 
the DIF, the ratio of the measured strength to the 
static strength 2.06

t
f =  MPa. The DIFs at the 

strain rates are plotted in Figure 5 and compared to 
the results from the previous experimental re-
searches (Kormeling et al. 1980, McVay 1988, Mel-
linger & Birkimer 1966, Ross et al. 1989). Note that 
the tensile strengths of specimens and detailed ex-

perimental methods should be different—in the di-
rect tensile tests and the splitting tensile tests, but 
the factors have similarity in their results. The nu-
merical results have a good agreement with the ex-
perimental data. 

By fitting the numerical results in the comparison 
of the DIFs, the viscoplastic properties are cali-
brated. The relaxation time τ  is decided to be 

7
5.5  10

−

× s, and the fitting parameter N =1.5. 
These parameters will be used in the next simula-
tions. 

Moreover, to consider the independency of spa-
tial discretization, the direct tensile specimen is 
modeled by 880 cells and 3420 cells. The discretized 
specimens are simulated under the same conditions 
and 3 cases of the strain rate except for 10

-2
 /s are 

analysed. The DIFs of the simulations are also ex-
pressed in Figure 5, which are almost equal to the 
results of 140 cells; it is confirmed that the numeri-
cal framework is independent of the cell size. How-
ever, on the temporal aspect, the fine mesh discreti-
zation necessitates the short time step due to the 
numerical stability condition of the explicit time in-
tegration scheme. 

 
 
 

100mm

50
m

m

Fixed
boundary

Force controlled
boundary

 
Figure 4. Configuration of the direct tensile test. 
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Figure 5. Dynamic increase factor of the tensile strength. 
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moisture permeability and it is a nonlinear function 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 
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Figure 6. Dimension of the flexural beam test specimen and the 
boundary conditions. 

4 FLEXURAL BEAM TEST 

The qualitative analysis for strain rate effect on the 
failure mode is conducted in this section. Following 
the test program proposed by John & Shah (1990), 
the generic configurations of numerical experiment 
is shown in Figure 6. The flexural test is configured 
by the three-point-bending condition, and the frac-
ture mode is controlled by offset of the notch along 
the span of the beam specimen. The location of the 
notch is defined by γ . The value of γ =0.0 indi-
cates the mode I fracture configuration. A value of 
γ ≠ 0.0 can result either in a mixed-mode failure at 
the notch tip or tension failure at the midspan, which 
is depending on the value of γ . With a specific 
value of γ , the failure can occur at both the notch 
tip and the midspan, called as the transition stage. 
The transition stage appears at different values of γ  
due to the loading rate in dynamic conditions; there-
fore, it is the rate dependent features in failure mode. 

The applied velocity at the top are controlled ac-
cording to the strain rate, 10

0
, 10

1
 /s which is as-

sessed at the bottom surface of midspan. For the lo-
cation of the notch, 3 mixed-mode cases are 
considered, where the value of γ =0.5, 0.7, and 
0.72, approximately. The material properties are re-
tained as ones of the direct tensile test so that the 
calibrated viscoplastic parameters can be still ap-
plied. 

Figures 7 and 8 show the comparison of crack 
patterns at the final failure state. The deformation is 
exaggerated by 5 times for visibility of cracks. Note 
that the bold-black-lined facets indicate the crack 
path although the crack is closed due to the main 
crack opening at the transition stage. For γ =0.7 in 
the figures, the transition stage occurs at the fast 
strain rate (Fig. 8b), whereas for the slow strain rate 
the failure only occurs at the midspan (Fig. 7b). John 
& Shah (1990) interpreted these failure features as 

 
(a) γ =0.5 

 

 
(b) γ =0.7 

 

 
(c) γ =0.72 

Figure 7. Mixed-mode failure paths at the slow strain rate. 

 
 
that the failure in a ductile manner (flexural failure) 
at slow rates could turn into the failure in a brittle 
manner (diagonal tension-shear failure) at fast rates 
of loading. If we call the tendency to be failed at the 
notch tip in the mixed-mode as notch sensitivity, it 
can be interpreted that the notch sensitivity increases 
as the loading rate gets faster. 

5 CONCLUDING REMARKS 

The rate dependency of the concrete fracture is re-
vealed through not only the increase of strength but 
also the change of failure patterns. This could be 
mainly due to the structural configurations whereas 
that is corresponding to the microscopic feature in 
the material. However, these characteristics should 
not be separated out to understand the rate depend-
ent concrete fracture. 

In this study, the rheological elements for the vis-
coplasticity are implemented in the RBSN model. 
The viscoplastic properties are calibrated through 
comparison with the previous experimental data. 
The numerical experiments are carried out to de-
scribe the rate effects under dynamic conditions. The 
remarks on the rate effects are arranged as follows: 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
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that the variation in time of the water mass per unit 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k
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vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



 
(a) γ =0.5 

 

 
(b) γ =0.7 

 

 
(c) γ =0.72 

Figure 8. Mixed-mode failure paths at the fast strain rate. 

 
� The direct tensile test is simulated under various 

loading rates, and the strength increase effect is 
observed with the increase of the strain rate. 

� In the flexural test with notched beams, the tran-
sition stage appears at larger offset of the notch 
from midspan as the strain rate increases, i.e. the 
notch sensitivity grows at fast rate than slow rate 
of loading.  
 
Although many researches on the rate dependent 

behavior of materials have been conducted in engi-
neering fields, the limitation of facts is still existent. 
Extensive experiments and phenomenological data 
are furnished, but both quantitative and qualitative 
discussions are hardly mentioned. Besides, the ex-
periments suffer from constraints in handling the 
equipments for controlling the dynamic behavior. 
The manners of setting loading conditions and 
measurement of loading rate might not be perfectly 
standardized yet. Thus, further considerations need 
to be focused on these subjects analytically as well 
as experimentally. 
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hThD ∇−= ),(J                             (1) 
 

The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 

 

nsc
w

s

e
w

c

e
w

h
h

D
t

h

h

e
w

&&& ++
∂

∂

∂

∂

=∇•∇+
∂

∂

∂

∂

− αα

αα

)(

    

(3)

 
 

where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k
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vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 
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