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ABSTRACT: Corrosion of reinforcing steel in concrete is one of the most influencing factors causing the 
degradation of reinforced concrete structures, conducting to concrete cracking and spalling. The detrimental 
effect of corrosion is due to the fact that a rust product has a volume 2 - 6 times larger than the original steel. 
Consequently, the rust products exert an expansive stress on the surrounding concrete whose tensile strength 
is usually low. This paper attempts at the application of an analytical and numerical approaches to simulation 
of concrete cracking due to corrosion of reinforcement. At first, a combination with detailed analysis of two 
analytical models proposed by Liu & Weyers (1998), Li et al. (2006) is suggested and presented. Four distinct 
phases of the corrosion process are identified and a detailed guide through the mathematical development is 
described. In the next, numerical computations obtained with nonlinear finite element code are presented. The 
model features the state-of-the-art in nonlinear fracture mechanics modeling and the heterogeneous structure 
of concrete is modeled via spatially varying parameters of the constitutive law. The crack growth in concrete 
induced by corrosion of steel reinforcement is modeled with the crack band model combined with a suitable 
damage law. Finally, the results of the analytical studies are compared to numerical computations obtained 
with the nonlinear finite element code and the paper concludes with a real-life numerical example. These re-
sults are of high importance in durability based design of structures. 

1 INTRODUCTION 

Corrosion of reinforcement embedded in concrete is 
an electrochemical process during which coupled 
anodic and cathodic reactions take place. Pore water 
functions as an electrolyte. The detrimental effect of 
corrosion is due to the fact that a rust product has a 
volume 2 - 6 times larger than the original steel. 
Consequently, it causes volume expansion, develop-
ing tensile stress in the surrounding concrete. Rein-
forcement corrosion takes place during the propaga-
tion period, and its rate is governed by the 
availability of water and oxygen on the steel surface. 
Due to corrosion, the effective area of the steel de-
creases and rust products grow, causing, at a certain 
stage, longitudinal cracking, and later, the spalling 
of concrete cover (delamination). Generally two 
types of corrosion are distinguished: the uniform (or 
general) type and the pitting (localized) type of cor-
rosion. The subject of this paper is the uniform type 
of corrosion.  

In this paper, a combination and detailed analysis 
of two analytical models proposed by Liu & Weyers 
(1998), Li et al. (2006) is suggested and presented. 
Next, numerical computations obtained with a 
nonlinear finite element code which is based on the 
nonlinear fracture mechanics (NLFM) are intro-
duced and subsequently combined with the spatial 
variation of concrete parameters reflecting the het-

erogeneous structure of concrete. Finally, the results 
of the analytical and numerical approaches are com-
pared and a practical example is shown. 

2 FORMULATION OF THE ANALYTICAL 
MODEL 

The model presented here is a combination of ana-
lytical models proposed by Liu & Weyers (1998), Li 
et al. (2006). As assumed in these models, concrete 
with an embedded reinforcing steel bar can be mod-
eled as a thick-wall cylinder (Bažant 1979ab, Panta-
zopoulou & Papoulia 2001, Tepfers 1979). This is 
shown schematically in Figure 1. 

According to Figure 1, four different stages of re-
inforcement corrosion propagation can be identified. 
Firstly, stage I, when no corrosion is present yet, is 
illustrated in Figure 1a. Next, in stage II, the porous 
zone on the reinforcement-concrete interface is filled 
by corrosion products and the surrounding concrete 
starts to be stressed due to corrosion (Fig. 1b). When 
the tangential stress in concrete exceeds its tensile 
strength, the crack initiates perpendicularly to the in-
terface (Fig. 1c, stage III). After a certain time the 
crack propagates through the concrete cover (Fig. 
1d) and we are able to measure the crack width on 
the concrete surface, stage IV. 

 



 
Figure 1. Scheme of the corrosion induced concrete cracking 
process; partially adopted from (Li et al. 2006). 
 

Transition from stage I to stage II: To deter-
mine the time to corrosion initiation ti, which is a 
transition time from stage I to stage II, we may use a 
wide spectrum of models for concrete carbonation or 
chloride ingress. The descriptions of those models 
are not the subject of this paper, see e.g. (Teplý et al. 
2007). In the following text we assume ti = 0. 

Transition from stage II to stage III: A time to 
crack initiation, tc (Fig. 1c), which is a time of tran-
sition from stage II to stage III, can be estimated ac-
cording to (Liu & Weyers 1998) as: 
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where di is the initial diameter of the reinforcement 
bar, icorr is the corrosion current density [µA/cm2], 
which is a measure of the corrosion rate, α is a coef-
ficient related to the type of corrosion products and 
Wcrit is a critical amount of corrosion products that 
generate the critical tensile stresses and is defined as 
(Liu & Weyers 1998): 
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where ρrust is the density of corrosion products, ρst is 
the density of steel, d0 is the thickness of the annular 
layer of concrete pores (i.e. a pore band) at the inter-
face between the bar and the concrete and ds,crit is a 
critical thickness of a ring of corrosion products that 
is defined as (Liu & Weyers 1998): 
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where a is a concrete cover, ft is tensile strength of 
concrete, Eef = Ec/(1+ϕcr) is an effective modulus of 
elasticity of concrete, Ec is elastic modulus of con-
crete, ϕcr is the creep coefficient of concrete, νc is 
Poisson ratio, x = (di+2d0)/2 and y = a+(di+2d0)/2.  

Transition from stage III to stage IV: Once the 
time tc is reached, the crack starts to develop and we 
need to determine whether it has already propagated 
to the surface (Fig. 1d). The crack divides the thick-
wall cylinder into 2 co-axial cylinders: inner cracked 
and outer uncracked ones, as shown in Figure 1c. 
For the outer uncracked concrete cylinder, the theory 
of elasticity still applies. Let us assume that the 
cracks in the inner cracked concrete cylinder are 
smeared and uniformly circumferentially distributed, 
see Figure 5a (Pantazopoulou & Papoulia 2001) and 
that concrete is a quasibrittle material. According to 
Bažant & Jirásek (2002), Noll (1972) there exists a 
residual cracked surface along the radial direction 
depending on the tangential strain of that point; it is 
a function of the radial coordinate r. It is assumed in 
this model that the residual tangential stiffness is 
constant along the cracked surface, i.e. in the inter-
val [x, r0] and represented by αstiff Eef, where αstiff 
(<1) is the tangential stiffness reduction factor. Li et 
al. (2005, 2006) present a formula for αstiff calcula-
tion which is, according to our opinion, not correct. 
We propose to use a similar formula based on Equa-
tion (7.1.10) in (Bažant & Planas, 1998) in which 
the stiffness reduction factor αstiff can be dependent 
on the average tangential strain εθ over the cracked 
surface as follows (Fig. 2): 
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where εθ

c denotes the average tangential cracking 
strain and γ  is a material constant that relates the 
tensile strength, fracture energy and crack spacing.  

 

 
Figure 2. Plot of the dependence of the residual stiffness αstiff 
on the tangential strain εθ according to Equation 4. 

 
After the introduction of the constitutive relation-

ship between the radial and tangential stresses and 
strains (Pantazopoulou & Papoulia 2001), the stress 
equilibrium (Fenner 1989), the boundary conditions 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 

 

nsc
w

s

e
w

c

e
w

h
h

D
t

h

h

e
w

&&& ++
∂

∂

∂

∂

=∇•∇+
∂

∂

∂

∂

− αα

αα

)(

    

(3)

 
 

where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



for the concrete cylinder, and the continuity re-
quirements and their combinations (see Li et al. 
2006 for more details), we arrive at the following 
two implicit equations:  
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where r0 is the distance between the reinforcing bar 
center and a crack tip (Figure 1c) and c1(r0), c2(r0), 
c3(r0) and c4(r0) are the coefficients (beyond the 
scope of this paper, see Li et al. 2006 for details). If 
a simultaneous solution to Equations (5) and (6), r0 
and αstiff can be found in the intervals: r0 ∈ (x, y) and 
αstiff ∈ (0, 1), the crack has not propagated to the 
surface yet (the process is still in stage III). We have 
programmed the solution of the problem and based 
on our experience, the Newton Rhapson scheme is 
successful in solving the set of nonlinear equations. 
A good starting point for the solver is the middle 
point of the intervals: r0 = (x+y)/2 and αstiff = 0.5. In 
the case that the solution cannot be found in the 
identified ranges of r0 and αstiff, the crack has al-
ready penetrated to the surface. By substituting r0 → 
y in Equations (5) and (6) we obtain a new set of 
nonlinear equations. Their simultaneous solution 
leads to finding αstiff (stiffness reduction coefficient) 
that is needed for the computation of the crack width 
wc: 
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where ds (t) is the thickness of a ring of corrosion 
products (Figure 1b) that can be determined from: 
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where Wrust(t) is the mass of corrosion products. 
Note that ds is not correctly derived in (Li et al. 

2006) and that is why our Equation (8) differs from 
theirs. Obviously, Wrust(t) increases with time and 
according to Liu & Weyers (1998) can be deter-
mined from:  
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The most complicated part of the approach is the 

solution of functions F1(αstiff, r0) and F2(αstiff, r0).  
We help the reader to imagine how the two im-

plicit functions look by plotting their evolution with 
time in Figure 3. For the time of 2 years and a set of 
realistic inputs which are not given in this paper, the 
simultaneous solution of F1(αstiff, r0) = 0 and 
F2(αstiff, r0) = 0 exists within the above identified 
ranges of αstiff and r0 (stage III). The solution is il-
lustrated by the intersection of two curves in the 
base, see bottom left in Figure 3. In other words, if 
the solution exists, the crack still did not reach the 
concrete cover surface. In Figure 3 right, we plot a 
situation for the time of three years: the two curves 
do intersect indicating a crack propagation to the 
outer surface. 

 

 
Figure 3. Evolution of functions F1(αstiff, r0) and F2(αstiff, r0) from 
Equations (5) and (6) for exposure times 2 and 3 years (ti = 0). 

3 NUMERICAL MODEL 

We now present an alternative to the above analyti-
cal solution, namely numerical solution using finite 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  

 

( )
1

1
10

1
10

1
1

22.0188.0
0

,
1

−
⎟
⎠

⎞
⎜
⎝

⎛
−∞

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
⎟
⎠

⎞
⎜
⎝

⎛
−∞

−−+−

=

h
cc

g
e

h
cc

g
eGs

s
s
c

w

sc
K

αα

αα

αα

αα

 

(6)

 
 
The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



element method. ATENA program (Červenka & 
Pukl 2003) was used for the simulation of a nonlin-
ear response of the corroded reinforcement in con-
crete. For modeling of a nonlinear behavior a mate-
rial constitutive model based on a smeared approach 
that can successfully describe the discrete crack 
propagation was applied. In particular, we used the 
fracture-plastic model named NLCEM (nonlinear 
cementitious) in ATENA program. Concrete with re-
inforcement was modeled as 2D problem and ac-
cording to the definition of the analytical model; 
thick-wall cylinder geometry was modeled (see Fig-
ure 1a). The dimensions are: a = 30 mm and di = 
20 mm. The thickness of the annular layer of con-
crete pores d0 was ignored, because this thickness is 
only important for the time analysis; it delays stress 
development (this void space is firstly filled by the 
corrosion products). Expansion of corrosion prod-
ucts was simulated by application of (negative) 
shrinkage of the reinforcement elements.  

3.1 Deterministic model 
At first the system was treated as deterministic to 
study the damage mechanisms and the development 
of stresses and cracks. Two extreme cases of bound-
ary conditions were studied: without circuit restraint 
of the outer concrete face (free margins) and with a 
circuit restraint by applying the fixed hinge supports 
around the concrete face (see e.g. Figure 5a, d for il-
lustration of boundary conditions). The second type 
of BCs is here to represent the case of ring embed-
ded into a stiff surrounding material.  

The major input parameters of the concrete con-
stitutive law were: modulus of elasticity E = 
30.32 GPa, compressive strength fc = 25.5 MPa, ten-
sile strength ft = 2.317 MPa and fracture energy GF = 
57.93 N/m. The stress-opening law used is exponen-
tial according to Hordijk (1991). The standard crack 
band model (Bažant & Oh 1983) was employed. 

Several important variables have been monitored 
in the numerical calculations: the radial displace-
ment d at the steel-concrete interface and stresses at 
three positions of concrete: (1) interface with steel, 
(2) the middle of concrete layer thickness and (3) 
outer concrete boundary. Two types of stresses were 
monitored at the three positions: the radial and tan-
gential stresses (σr and στ). Their dependence on the 
on the displacement d is plotted in Figure 4 for both 
free and restraint boundary conditions.  

For a detailed analysis of stress profiles in con-
crete presented in Figure 5, three stages of crack de-
velopment were chosen coinciding with d = 1, 3 and 
6 µm (circled values from Figure 4). The first stage 
(d = 1 µm) is characterized by crack initiation from 
the interface for both free and restrained circuit 
boundary conditions; the peak tangential stress στ1 
equals the tensile concrete strength. In the case of 

free boundary conditions, the radial and tangential 
stresses differ only in the sign (as can be easily pre-
dicted by a simple analytical computation), while in 
the case of restraint boundaries, a small pressure can 
be identified perpendicular to the outer concrete in-
terface. The second and third stages record gradual 
crack growth; the cracks growth is suppressed by the 
constraint in the right column of Figure 5.  

 

 
Figure 4. Deterministic solution of the numerical models; com-
parison of restrained and non restrained boundary conditions at 
the outer concrete boundary. 

3.2 Stochastic model 
The uniform crack distribution from Figure 5 is not 
very realistic. In order to simulate the heterogeneous 
structure of concrete, the spatial variability of mate-
rial was modeled by modifications of chosen input 
values of concrete. In reality, concrete does not have 
uniform properties over its volume and the spatial 
variability of properties can be suitably modeled by 
random fields. We remark, that such an approach au-
tomatically disturb the rotational stress symmetry 
and introduce damage initialization similarly to the 
real situation.  

Two parameters of the constitutive law of con-
crete were selected to be randomized and they were 
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divergence of the moisture flux J  
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The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 

 

( ) s
s

s

vg
kc

c

c

vg
k

sc
G αααα +=,
1

                 (5) 

 
where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



studied separately. Namely, the modulus of elasticity 
E and the tensile strength ft were randomized to trig-
ger fracturing. The applied random fields were nor-
mally distributed with coefficient of variation 30% 
and 20% respectively. The mean value was taken 
from the deterministic analyses (section 3.1) to ob-
tain consistent results. One of the most important 
property of a random field is the autocorrelation 
structure defined through the autocorrelation func-
tion and the autocorrelation length. Briefly, the auto-
correlation length is a parameter controlling the rate 
of spatial variability of the parameter; see (Voře-
chovský 2004, 2008) for details on random field 
modeling. In our analyses, the correlation lengths of 
0.01 m were assumed in both directions together 
with a squared exponential autocorrelation function 
(isotropic correlation structure of the field). The 
autocorrelation length roughly coincides with the 
maximum aggregate size of concrete. For illustration 
of the random field and the scale of fluctuation, see 
Figure 6. 

 

 
Figure 5. Tangential and radial stresses development and 
cracks distribution in concrete cover.  

 
The results of the stochastic nonlinear calcula-

tions are visualized through the dependence of tan-

gential stress στ1 on the radial extension of steel 
(displacement d), see diagrams in Figure 7. As can 
be seen, the randomization of the local E modulus 
does not affect the crack initiation stress (which still 
equals the concrete tensile strength) while the ran-
domized strength influences the crack initiation 
stress while not affecting the initial overall stiffness. 
We remark, that due to the relatively small dimen-
sions of concrete material with respect to the con-
crete dimensions, the fracture is very ductile and 
therefore the mechanism is closer to the parallel 
coupling of micro-bonds rather than a weakest link 
principle (see Vořechovský 2004 for details). 

 

 
Figure 6. Realization of a random field of local tensile strength 
ft and cracks developed in the post peak stage of στ1.  

 

 
Figure 7. Results of nonlinear stochastic simulations; compari-
son of spatial variability applied to modulus of elasticity E and 
tensile strength ft of concrete. 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  
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especially those that influence extent and rate of the 
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ratio, cement chemical composition, SF content, 
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etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
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paper the semi-empirical expression proposed by 
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explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
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The material parameters k
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be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 
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where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



4 COMPARISON OF ANALYTICAL AND 
NUMERICAL MODELS 

The comparison of both models was performed at 
the deterministic level. The numerical model without 
circuit boundary conditions was used as it coincides 
with the formulation of the analytical model. The 
comparison of both models was done through the 
crack development quantified by coordinate rc, see 
Figures 1c and 4b. The parameters identical for both 
numerical and analytical approaches are: di = 
20 mm, d0 = 0 mm, a = 30 mm, ft = 2.317 MPa, Eef = 
E = 30.32 GPa and νc = 0.2. The trend of crack 
length rc in dependence on the displacement d is 
plotted in Figure 8 together with tangential stresses 
στ obtained from numerical calculations. Note, that 
the displacement d monitored during numerical cal-
culations does not coincide with the thickness of a 
ring of corrosion products ds that is featured in the 
analytical approach. The measure of displacement d 
does not take into account the loss of steel due to 
rust production. For the purpose of the comparison 
of both models, ds was recalculated to d through the 
steel and rust densities considered as ρrust = 3600 
kg/m3 and ρst = 7850 kg/m3 by realizing that the total 
weight of both materials must be kept constant. The 
growth of ds (or d) is related to the time (see Equa-
tion 8 and 9); this relation depends mainly on the 
current density icorr. This parameter is affected by 
surroundding environment of the steel such as chlo-
ride concentration near the reinforcement, pH level 
(Vořechovská et al. 2009), humidity, etc. A detailed 
time analysis is beyond the scope of this paper; only 
the nonlinear trend of d in time is sketched in the in-
set of Figure 8. Obviously, in the deterministic case, 
both models are comparable. However, the numeri-
cal model is much more flexible and its predictive 
capabilities are higher as it can easily accommodate 
advanced features such as the spatial variability of 
material parameters or more complex geometries. 
The latter becomes important when analyzing real-
life examples as the one presented in the following 
section. 

 

 
Figure 8. Comparison of the analytical and numerical models 
through the crack length rc together with tangential stresses ob-
tained from the numerical simulation. The right bottom inset 
shows the time dependence of d. 

5 PRACTICAL APPLICATION 

The thick wall cylinder geometry around the steel 
reinforcement is not a usual geometry of a real struc-
ture. To illustrate the real danger of steel corrosion 
in a reinforced concrete girder, we prepared a model 
of its lower part together with four reinforcing bars 
(20 mm thick). A uniform type of corrosion and the 
same corrosion rate for all four reinforcing bars were 
assumed. The crack development in concrete due to 
rust products of steel as predicted by the numerical 
model is sketched in Figure 9. Note that in reality, 
opening of crack accelerates the corrosion progress 
because of easier transport of oxygen and water. The 
crack patterns agree well with the damage observed 
in real structures.  

 

 
Figure 9. Crack development due to corrosion in reinforced 
concrete beam. 

6 CONCLUSIONS  

The application of analytical and numerical ap-
proaches to simulation of concrete cracking due to 
corrosion of reinforcement was presented. At first, a 
combination with corrections of two existing ana-
lytical models by Liu & Weyers (1998) and Li et al. 
(2006) is proposed. Four distinct phases of the cor-
rosion process are identified and the process is mod-
eled by numerical computations obtained with the 
nonlinear finite element code. The numerical model 
features the state-of-the-art in nonlinear fracture me-
chanics and the heterogeneous structure of concrete 
is modeled via spatially varying parameters of the 
constitutive law. These results are of high impor-
tance in durability based design of structures. 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
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paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 

 

( ) ( )
( )

( ) ( )
⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−

−
∞

+

−
∞

−=

11
10

,
1

                            

1
10

1
1,

1
,,

h
cc

g
e

sc
K

h
cc

g
e

sc
G

sc
h

e
w

αα

αα

αα

αααα

 (4) 

 
where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
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governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  
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isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 
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